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Executive summary

Despite the excellent safety records of nuclear fuel rods, efforts to enhance the predictive capabil-
ities of the fuel performance codes are still necessary in view of economic driving forces. These
tendencies might have implications for fuel integrity and, accordingly, this could be in conflict
with safety requirements. In order to address these questions, it is necessary to identify the safety
issues and to understand the basic underlying mechanisms. Fission gas release (FGR) is among the
topics of primary interest since it is considered as one of the possible mechanisms that restricts
the upper limit of burnup in nuclear fuel rods.

The general objective of this work is to improve the predictive capabilities of the FGR model
in fuel performance codes for light water reactors. More precisely, a FGR model has to be de-
veloped that must be able to cope with the incubation behaviour, especially with the reduction
of the release threshold at high burnup, as well as with the burst phenomenon during smooth
power variations in UQOy fuel. These objectives are achieved by means of two complementary
contributions; (a) by elucidating underlying basic mechanisms, in particular those governing the
intergranular behaviour, and (b) by improving the mathematical description of the FGR process
as a whole.

A model for the precipitation of fission products in a grain boundary, which embodies a variable
reaction rate on the precipitate surface, has been developed. This enables one to account for
modifications of the local fuel chemistry, or to distinguish between the behaviour of different
migrating species. In addition, the influence of the trapping parameters on the precipitation
rate has been assessed according to different models from the open literature, which have been
extended in order to incorporate the variable intrinsic reaction rate. The interrelationships among
the models have been established while their limitations and range of validity have been discussed.
The results reveal that there is a critical value above which the influence of the intrinsic reaction
rate coefficient, between a fission product and an intergranular trap, on the global precipitation
rate coefficient becomes negligible. This justifies the assumption of an infinite intrinsic reaction
rate coefficient for intergranular bubbles in fission gas release models, and it could explain the
similar behaviour of different species for which the reduced intrinsic reaction rate coefficient is
larger than 1.

There appeared to be a contradiction about the role of grain boundaries in fission gas release.
Either they operate as a sink where fission gases form bubbles, or they serve as a high diffusivity
pathway for release. Both points of view are reconciled by considering grain boundary diffusion
plus trapping and re-solution. With these competing processes, there is a switch from grain
boundary diffusion to growth and interlinkage of intergranular bubbles in controlling intergranular
fission gas migration. This idea, however, raises several questions. In order to address these
questions, experimental data on Xe release in trace-irradiated UO2 have been re-analysed. The
measurements indicated that the data are consistent with sequential lattice and grain boundary
diffusion unimpeded by intergranular traps. The fitting procedure also provided rough estimates
of the grain boundary diffusion coefficient in UO3. Furthermore, the mean migration distance of
a fission gas atom in a grain boundary decorated with a population of circular traps has been
assessed. From the computations, it is concluded that for values of the geometric parameters that
roughly encompass the intergranular bubble populations observed in irradiated fuel, a fission gas
atom will be trapped after a migration distance in the grain boundary equal to the size of a grain
or less. This result simply provides a theoretical justification for the universal rejection of grain



boundary transport as a release mechanism for fission gas in irradiated UO5. The calculations also
offer a qualitative explanation for the dissimilar release rates observed in trace-irradiated UO- for
Te and I in comparison with Xe.

A new model for fission gas release has been developed. The mathematical concept is based on
that of Kogai but includes the necessary improvements brought up in the analysis of the existing
models: the kinetics of the intra- and intergranular behaviour of the gas atoms are coupled in both
directions; the intergranular precipitation rate constant accounts for the competition effect between
neighbouring traps; grain boundary bubble sweeping is accounted for during bubble growth; the
influence of the hydrostatic pressure on the thermal release component has been corrected; the
model accounts for two important fabrication parameters, namely the grain size distribution and
the open porosity fraction.

According to the present model, the release of fission gas is determined by two different compo-
nents. The thermal release component is controlled by the formation of an interconnected tunnel
network of grain boundary bubbles, and is able to handle burst release due to the lowering of the
pellet clad mechanical interaction and/or the thermal stress distribution during power reductions.
The athermal release component provides an alternative explanation for the decrease of the release
threshold at high burnup, rather than introducing an increase of the bulk diffusion coefficient, or
a reduction of the re-solution rate at the grain boundaries.

A new programme has been written for the numerical implementation of the FGR model. The
key issue for the implementation is the reduction of the calculation time while assuring sufficient
precision. Most of the efforts have been devoted to the implementation of the intragranular
module. The optimisation involves several steps and relies on the Taguchi technique. From the
optimisation procedure, the dichotomic grid emerges as the best choice in terms of precision and
running time. In addition, it allows an elegant implementation of the re-solution process near the
grain boundary.

The new FGR model can be coupled with any fuel performance code. This is demonstrated
by the successful coupling of the FGR model with the FTEMP2 code of the OECD Halden Reactor
Project, as well as with the COMETHE-1V code from BELGONUCLEAIRE.

A parametric study of the empirical threshold for fission gas release not only underlines the
crucial parameters, it also shows that the FGR model provides an excellent tool to analyse the
contribution of each mechanism to the overall release process. Furthermore, it revealed that the
model reproduces the decrease of the incubation period with burnup fairly well, although it is
extremely difficult to predict accurately. In addition, the outward shift of the onset of release in
the pellets with increasing burnup, as well as the saturation concentration or the bubble pressures
at the grain boundaries correspond very well with experimental observations.

The model predictions have been compared with the data-set of Zimmermann, which has been
used by many others for their model qualification. Nevertheless, all of them erroneously compared
their predictions with those of Zimmermann, rather than with the experimental data. In addition,
they applied average values for several sensitive parameters. The simulation of the individual data
points with the new FGR model is better, and takes into account the temperature fluctuations. In
addition, the temperature threshold at which the release begins lies between 1000 °C and 1100 °C
and corresponds very well with that reported in the literature.

In order to extend the model validation by means of in-pile observations, the first FUMEX case
has been reproduced. This case was part of the round robin exercise organised by the IAEA and
is difficult for accurate predictions as the fractional release is close to the onset of release. The
simulation is satisfactory and points out the importance of the open porosity fraction for the
athermal release.

It is thus fair to conclude that the comparison of the new FGR model with experimental data,
characterising normal steady state conditions, is satisfactory when applying for all the parameters
a combination of the values that are reported in the literature.
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Chapter 1
Background

At present, the share of the electricity produced worldwide by nuclear power plants amounts
to 17 %. Light water reactors (LWR) contribute to 85 % of this electricity production. They
rely on uranium dioxide (UOz), or a mixture of uranium and plutonium dioxide (MOX), for
fuel. The fuel is prepared in the form of sintered pellets, which are piled-up in a metallic
cladding material. The fuel pellets and the cladding are the main components of the fuel rod,

as illustrated in Figure 1.1.

upper end plug  plenum spacer lower end plug
[+ I [ .0.,0.0 (P
i A S
holddown spring cladding fu;:l'péllets

Figure 1.1: Schematic representation of a fuel rod for light water reactors

The fission process not only generates heat in the pellets, it also produces a broad spectrum
of fission products, most of which are radioactive and should not be released to the environ-
ment. The pellets and the cladding thus play an important safety role, since the pellets inhibit
the release, while the cladding constitutes the first barrier against the release of radioactive
fission products.

In order to ensure the safe and economic operation of the fuel rods, it is necessary to be able
to predict their behaviour and life-time. The accurate description of the fuel rod’s behaviour,
however, involves various disciplines ranging from chemistry, nuclear and solid state physics,
metallurgy, ceramics, and applied mechanics. The strong interrelationship between these
disciplines calls for the development of computer codes describing the general fuel behaviour.
Fuel designers and safety authorities rely heavily on this type of codes since they require

minimal costs in comparison with the costs of an experiment or an unexpected fuel rod failure.
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The development as well as the validation of the codes, in turn, relies on data both from in-pile
and out-of-pile experiments.
Despite the excellent safety records of nuclear fuel rods, efforts to enhance the predictive

capabilities of the codes are still necessary in view of the following economic driving forces:

e Utilities pledge for improving the general availability of nuclear power plants in terms
of load following and extended operation at reduced power, with subsequent restoration

of nominal power.

e New products (nuclear fuel, cladding materials, new concepts, etc.) are explored by fuel

designers and cladding manufacturers.

e Economics and prudent utilisation of natural resources provide strong incentives for
extending both the fuel cycle length up to 24 month and the average discharge burnup
in commercial reactors beyond 60 MWd /kgU.

These tendencies might have implications for fuel integrity and, accordingly, this could be
in conflict with safety requirements. In order to address these questions, it is necessary to
identify the safety issues and to understand the basic underlying mechanisms. The topics of
primary interest include the fission product release, fuel swelling, fuel thermal conductivity
degradation, fuel specific heat, the size (relocation) and the thermal conductance of the fuel
pellet gap, fuel cladding interaction (chemical and mechanical), cladding corrosion, etc. .
The present study focuses on the behaviour of inert gas atoms, mainly Xe and Kr, in
UQOsg fuel. On one hand, their release can lead to a variety of unwelcome effects, to such an
extent that it is considered as one of the possible mechanisms that restricts the upper limit of
burnup. In addition to the build-up of the rod internal pressure, the release deteriorates the
thermal conductivity of the gas between the cladding and the pellets. Since the fission gas
release process is strongly temperature dependent, any increase in the fuel temperature may
exacerbate the situation and eventually lead to cladding failure. Perhaps a more important
problem from the viewpoint of radiological safety is the content of radioactive gases and volatile
solids present in the free volume of the rod at any time.
On the other hand, gas atoms and solid fission products remaining in the pellets engender
swelling, which in turn can boost the mechanical interaction between the pellets and the
cladding at high burnup. It is therefore essential to be able to predict the behaviour of fission
gas atoms, especially at high burnup where their number increases. This of course requires
a detailed knowledge of the entire fuel pin history in terms of temperature, linear heat rate,
etc., a history which, for the purposes of this thesis, is assumed to be well characterised.
Before defining the objectives of my research more precisely, it is necessary to review the
large number of investigations dedicated to this issue over the last four decades. These studies
covered both the elucidation of basic underlying mechanisms as well as the mathematical

analysis of the release process.
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The process of fission product release in nuclear fuel involves a large number of basic
mechanisms. The present chapter aims at describing briefly those phenomena that have been
identified, along with their main properties and, more importantly, their domain of application.
(A more detailed report has been published earlier [3]). Based on this review we will determine

the mechanisms which have to be incorporated in a model for fission gas release in LWR fuel.

2.1 Recoil

2.1.1 Description

In general, a fission event entails - among others - two fission fragments that convey their
kinetic energy to the fuel lattice primarily by interaction with the electrons of the mate-
rial. When the kinetic energy has been expended by the stopping power of the medium, the
fragment comes to rest as a fission product. However, a fission fragment, close enough to a
free surface (< 6 to 7 um), can escape from the fuel due to its high kinetic energy (60 to
100 MeV) [4-7], as illustrated in Figure 2.1.

2.1.2 Properties

Release by recoil is considered to be an athermal mechanism, i.e. independent of the local
fuel temperature and temperature gradient, but proportional to the fission rate f (fissions / s)

and independent of the decay constant for radioactive species [4,6]:
1. S
RT_'ecozl — . ol 2.1
i 4%fﬂﬁ'(v)g (2.1)

where Rfew“ is the recoil release rate (atoms/s), y; is the fission yield of the fission product
of type %, sy is the range of the fission fragment (cm) and (%)gis the geometric surface to

volume ratio of the solid (em1).

2.1.3 Domain of application

Recoil can only be observed in-pile at temperatures below 1000 °C [4, 5], when the thermally
activated processes do not dominate. It can play an important role in the release of short-lived
radioactive nuclides in failed rods and in low level release experiments in which a relatively

high density of gas surrounds the fuel [5,6,8,9].
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Figure 2.1: Schematic representation of the recoil and knock-out mechansism for fission gas
release [4].

2.2 Knock-out and sputtering

2.2.1 Description

When fission fragments make elastic collisions with the nuclei of atoms of the lattice, the latter
also become energetic particles called primary knock-ons (mean energy 100 keV [10]). These
can be released, or transfer part of their energy to neighbouring atoms thereby creating higher
order knock-ons (mean energy 200 eV [10]). The interaction of a fission fragment, a collision
cascade or a fission spike with a stationary gas atom near the surface can cause the latter to
leave the fuel if it happens within a distance close enough to the surface (Figure 2.1).

The fission fragment travelling through the oxide looses its energy by “electronic” and
"nuclear” interactions with UO, at a rate of dE/dz ~ 1keV/A leading to a high local heat
pulse along its path [7]. When it leaves or enters a free UO2 surface, the heated zone will
evaporate or sputter. For the time being, there is no definite quantitative description available

for the release by sputtering.

2.2.2 Properties

Assuming that the fission products can be knocked-on in the same way as the uranium atoms,

Olander [4] and Lewis [6] quantified the knock-out release for short-lived isotopes with the

E knock_au'uffF E (22)
B/.  4ANg A \V/, '

2

following relationship:
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where R corresponds to the release rate by knock-out for species i (s71), B = yiFV is the birth
rate for species i (s 1), F'is the fission rate density (fissions/cm?®s), A; is the radioactive decay
constant of the fission product of type i, Ny is the concentration of U atoms (atom/cm?), ay
represents the number of uranium atoms emitted per escaping fission fragment (ay ~ 5 in

sintered UOz [6]), and (%)t is the total surface to volume ratio of the fuel (cm™1).

It should be pointed out that knock-out is proportional to the total (microscopic) surface area
of fuel, whilst recoil is proportional to the geometrical surface area since a recoiling fission
product is liable to re-enter any fuel it encounters whereas a higher order knock-on possesses

sufficiently low energy to be stopped in the porosity or cracks [4,6,11].

The two athermal release processes, recoil and knock-out, lead to different release rates for

the various radioactive species :

0
Rrecoil x A

Rinock At
In general, the experimentally observed expression for the athermal FGR reads as follows:
Rexp ox A7

and corresponds to a combination of the two mechanisms.

2.2.3 Domain of application

Knock-out and sputtering are only observable in-pile and at temperatures below 1000 °C, i.e.
under conditions where the thermally activated processes do not dominate. In addition, the
release by knock-out is negligible compared with that of recoil for the short-lived isotopes
[5,6,8,9]. Accordingly, the athermal release for these species is independent of the decay

constant.

The release of stable fission gas atoms by direct recoil and knock-out is generally of little
importance in reactor fuel-element performance at intermediate burnup levels [4]. The fraction
of athermal release is roughly under 1% for rod burnups below 45 MWd /kgU while this released
fraction accelerates to roughly 3% when the rod burnup reaches about 60 MWd/kgU [12].
Nevertheless, the athermal release component can become more important in the event of a

large fraction of open porosity resulting from the fabrication process [13,14].
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2.3 Lattice diffusion of single gas atoms

2.3.1 Description

The first and basic step in the fission gas release process is single gas atom diffusion in the
lattice. Possible mechanisms by which the inert gas atoms migrate through the fuel have been
studied by Grimes [15] by considering low energy migration pathways between solution sites as
well as the stability of gas atoms at a variety of solution sites within a defective UO,., lattice
(x = ‘% — 2‘, the deviation of the stoichiometry). He postulates a cation vacancy controlled
migration pathway for Xe and Kr atoms. Indeed, according to his calculations, Xe is trapped
at a uranium vacancy in UOs24 ., at a tri-vacancy cluster in UO5_, and at a di- or tri-vacancy
in UOy. Since the local environment of the migrating Xe atoms is supposed to become the
charged tetra-vacancy for all stoichiometries, the mechanism for diffusion only considers the
association of a cation vacancy to the trap sites. (Uranium vacancies as the slower moving
species are rate-controlling for most diffusion related processes in UO2). The migration energy
for Kr is also limited by uranium vacancy migration, considering the most stable sites for Kr
in UO2 (where the di-vacancy is favoured over the tri-vacancy site for Kr) and in UOs4, (same
as for Xe) and assuming that the diffusion occurs through vacancy assisted pathways.

The calculational work of Grimes is partly supported by the experimental results of Matzke
[16-18].

2.3.2 Properties

The lattice diffusion coefficient for inert gas atoms in ceramic oxide fuels like UO5 is influenced

by several factors.

Temperature Matzke [17] recommended the following Arrhenius law above 1000K for the

single gas atom diffusion coefficient in UOs,:

AH
X
DUg2 = DO exp (_ﬁ> (23)
where Dy is the pre-exponential factor ( = 0.5em?/s), AH represents the activation enthalpy
( = 375 kJ/mole = 3.9 eV/atom), and R is the universal gas constant (=8.314 J/mole K).
The temperature dependence is depicted in Figure 2.2. The diffusion coefficient below 1000K,

referred to as the athermal diffusion coefficient, is described below.

Deviation from stoichiometry It has long been postulated that due to the different ox-
idation states of fission products and fuel, the average oxygen to metal ratio increases with
burnup, in particular for fissioning Pu [16,19-21]. This subject is still open to debate [22].

In contrast, there is no doubt that fuel oxidation by steam occurs in normal operation of a
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Figure 2.2: Schematic Arrhenius diagram showing non-metal atom diffusion in nuclear oxides,
carbides, and nitrides. The thick lines show the recommended temperature dependences for
diffusion of single Xe atoms in UO2 and UC after Matzke [18] .

defective fuel rod as well as during a severe accident [23-25].

Although there is general agreement on the fact that Xe-release from UQOs2,, is faster than
release from UQOg, and, conversely that Xe-release is inhibited in UO2_,, there is essential
disagreement on the details [16,17,24,26-32]. This stems from the lack of knowledge on the
diffusion mechanism of the inert gases in the fluorite-type oxide fuels. Nevertheless, three
different approaches can be adopted to explain the influence of stoichiometry deviations in
uranium dioxide. The first one is based on the strong correlation, irrespective of the migra-
tion mechanism, between cation vacancy diffusion enhancement [16-18] and fission gas release
enhancement [16,33]. In hyperstoichiometric fuel, Matzke [17] advocates that cations migrate
by means of a vacancy mechanism. For self-diffusion by a vacancy mechanism, the diffusion
coefficient is proportional to the concentration of vacant sites. The latter may be intrinsic
defects, i.e. they are activated thermally as in pure stoichiometric UO9, or extrinsic in nature,
i.e. they are chemically induced by rendering the fuel non stoichiometric or by doping the fuel
with heterovalent impurities (cf. Additives). In accordance with the model of Lidiard [34] for
the concentration of uranium vacancies in non-stoichiometric fuel, some authors [27, 33, 35]
have therefore taken the diffusion coefficient proportional to z2, where z is the deviation
from stoichiometry. However, for high deviations from stoichiometry defect clustering will
occur [17,36,37]. Consequently, one might expect a saturation of the stoichiometric effect on

the diffusion coefficient of the single gas atoms as it is observed for cations [17] in UOg_;.
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The second explanation is based on the calculations of Catlow [38] and Grimes [15]. In their
work, the local environment of the migrating Xe atoms is supposed to become the charged
tetra-vacancy for all stoichiometries [15]. The influence of the stoichiometry deviation on the
lattice diffusivity is therefore twofold. First, the formation energy of the tetra-vacancy depends
on the initial trap site which in turn depends on the stoichiometry (cf. § 2.3.1). Secondly, the
migration energy for Xe and Kr is limited by uranium vacancy migration, which is affected
by = as well.

The third explanation for the diffusion enhancement in hyperstoichiometric fuel has been sug-
gested by Miekeley [26] and, more recently, by Shiba [39]. According to their theory, the Xe
atoms trapped in vacancy clusters can be released when oxygen interstitials decompose the
cluster. Increasing the number of anion interstitials can therefore inhibit the trapping of the

migrating inert gas atoms and promote their diffusion.

Additives Several types of dopants have been added to UO, fuel in order to improve different
aspects of fuel performance. Gadolonia is being used as a burnable neutron absorber in high
enriched fuel rods which in turn enables to increase the discharge burnup [33] although it
slightly decreases the thermal conductivity of the fuel. Several additives such as magnesia,
titania, niobia and chromia have been shown to produce large-grained material in order to
reduce the release of fission products [40-44]. The present understanding is that doping UOs
with foreign cations can simulate the non-stoichiometry, hence it affects the defect structure
as well. Finally, alumino-silicates are introduced in order to improve the sinter-ability of the

powder [41] or the grain boundary retention of some volatile fission products [45].

Phase changes Diffusion processes can proceed at different rates and with different de-
pendencies in different phases despite an identical composition. This fact normally leads to
a knee or to two separate lines in the Arrhenius diagram [17,46]. A further possibility is a
peak in D, although this would not be expected for equilibrium processes, but may be due
to temperature fluctuations during the diffusion anneal around the temperature of the phase
change [17].

Matzke [17] enumerated some experimental observations which suggest the existence of
a dynamic disorder in both anion and cation lattices at about 2400 °C in UOy (and about
2700 °C in ThOs, etc.). Therefore, cation diffusion - including fission product diffusion -
should also be affected. This is in agreement with the theory of high-temperature phase
transitions in actinide oxides of Tam et al. [47]. They advocate that Schottky defects should
be included in the theory to account for anomalous behaviour in mass-transport properties
for these processes are controlled by the slowest-moving species, that is the cations. There is
a natural coupling of the anion Frenkel defect to the Schottky defect primarily through the
oxygen vacancies. A concurrent increase in the metal defects near the transition temperature

would account for the observed large increases in both the creep rate and fission gas release
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leading to massive plastic swelling in fluorite-structured actinide oxides.

Phase changes of potential second phases may be examined as well. In the steady state,
the oxygen liberated by the fission process could combine with the fission products by reducing
them (e.g. formation of cesium uranates [48]), provided that pellet-cladding contact is not yet
established. The entailing departure from stoichiometry will be small [21]. However, during
transient heating the precipitated fission products can decompose, thereby releasing oxygen.
The stoichiometry can therefore increase locally and temporarily, leading to fission gas release

enhancement (cf. Deviation from stoichiometry).

Burnup Two fission products are produced per fission event, creating impurity atoms of
about 30 different elements. As a consequence, the defect structure of the fuel will change due
to chemical doping. Moreover, due to the different oxidation states of fission products and
the fuel, the average O/M ratio can increase slightly with burnup (cf. § 2.3.2). Both chemical
modifications can affect the location of fission products, hence their lattice diffusivity, as was
confirmed by Nicoll and Catlow [38]. Their calculations indicate that the preferential solution
sites of the xenon atoms are not only sensitive to the stoichiometry of the fuel but also to the
xenon concentration.

In addition to chemical modifications, the fission event generates a high rate of defects. The
radiation damage interacts with the migrating fission products, entailing trapping (cf. § 2.4),
re-solution of fission gas atoms from bubbles (cf. § 2.5) and fission enhanced diffusion (cf.
Radiation enhanced diffusion). Accordingly, most fission gas release models make use of an

effective diffusion coefficient which accounts for those mechanisms [49].

Radiation enhanced diffusion There is a constant slowing down process of fission prod-
ucts in the fuel causing fission spikes or tracks to be formed. The spikes have a length in the
order of 7 ym wherein about 1.510* U-Frenkel pairs are produced instantaneously [16]. Only
5000 pairs remain after direct annihilation [16]. The width of the permanently disturbed zone
is approximately 7 nm [18]. Significant temperature increases along the axis occur causing
large hydrostatic pressure gradients leading e.g. to a separation of vacancies from interstitials
and hence a largely temperature-independent, athermal radiation-enhanced diffusion, as well
as re-solution of inert gas atoms from bubbles or even complete destruction of bubble nuclei
or small bubbles. Each atom is affected by a fission spike at a rate of once in a few hours to
once in a day, depending on the reactor type [18].

A consistent set of radiation enhanced diffusion coefficients (D*) is available for metal
self-diffusion [16,17]. In as far as these data may be due to a mixing of atoms in the course of
fission spikes, the D* values will apply for gases as well. However, no firm conclusions emerge
as to the mechanism. Despite this, D* has been shown to be directly proportional to the
fission rate density (F): D* = AF where A = 1.210~2°¢m?® for oxide fuels.

Since DX¢ > DY, the thermally activated temperature-regime for fission gas diffusion
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extends to lower temperatures than DY [18]. A radiation enhanced diffusion coefficient will
therefore only be operative in the cold outer rim of the fuel where gas release is low and
swelling is small [35]. (At low temperatures, recoil, knock-out and radiation enhanced diffusion
dominate). However, at temperatures between 1000 °C and 1400 °C [17], there appears to be
some influence of the irradiation as well, leading to a lower activation enthalpy of the single
gas atom diffusion coefficient. This has been modelled by Turnbull et al. [9] who considered

three mechanisms dominant in different temperature regimes (cf. Fig. 2.3):

D = D,+ Dy,+ D,
35000 . 13800 :
= 7.610%exp <_T> 1564105V Fexp <_T) +8107%F (2.4)

where the single gas atom diffusion coefficient (D) is expressed in m?/s, D, denotes the
intrinsic diffusion which depends only on the fuel temperature and is dominant above 1400 °C,
Dy, describes diffusion via thermal and irradiation induced cation vacancies which depends
both on the fuel temperature and the fission rate density and dominates when 1000 °C<
T <1400 °C, D, (= D*) corresponds to the athermal term and dominates down to 250 °C.

Dy can also be expressed as an explicit function of the uranium vacancies, using standard

krs? AK Z
— 1+ —>" 1 2.5
27 ( AL )] (25)

where s is the atomic jump distance (3.868 A ), jo represents the jump frequency of the vacancy

random walk arguments [1]:

Dy, = 5%§,C) = §%j,

(=10'3 exp (—2.39/kT)), k1 ky are the interstitial and vacancy sink strength respectively, Z is
the number of sites around a defect from which mutual recombination is inevitable (~100), C?
refers to the steady-state vacancy concentration, and K is the damage rate or displacement
rate of atoms from their lattice sites during irradiation (104FQ <K <5Hx 105FQ, where ()

= atomic volume).

Diffusion of precursors The inert gases Kr and Xe are practically not formed directly by
fission, but originate by S-decays from the precursor [18] (Se and Br in the case of Kr, Te and
I in the case of Xe). Many of such precursors have a half-life long enough to allow diffusional
mobility of the precursor, thus the gas to be studied may be located at a site some distance
away from where it was formed. Complications arise particularly for short-lived nuclides, i.e.
when the precursor half-life is comparable to or longer than that of the rare gas nuclide, or if
the diffusion coefficient of the precursor is much larger than that of the gas [16] (e.g. I and
in particular Te diffuse faster than Xe [18,30,49] while Br diffuses faster than Kr [49]). For

instance, at temperatures above 1000 °C, thermally activated lattice diffusion, and at lower
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Figure 2.3: The volume diffusion coefficient of inert gas atoms in U0y between 400 °C and
1600 °C at a fission rate density of 1019m 351 according to Eq.(2.4)

temperatures, radiation enhanced diffusion enable the precursors to migrate typically 10 nm
(for 133Xe) before decaying to the rare gas [16]. However, in general the precursor enhancement
is less then 30 % for most isotopes [50], and is incorporated in an effective diffusion coefficient
(cf. chapter 3).

2.3.3 Domain of application

There is a general consensus to consider three diffusion mechanisms dominant in different
temperature regimes (D = Dy + Dy + D,) as illustrated in Figure 2.3. Intrinsic diffusion (D)
depends only on the fuel temperature and is dominant above 1400 °C. Diffusion via thermal
and irradiation induced cation vacancies (D) depends both on the fuel temperature and the
fission rate density and dominates when 1000 °C < T < 1400 °C. Finally, the athermal term
(D.) dominates down to 250 °C. Unperturbed (intrinsic) diffusion of single inert gas atoms
(Xe, Kr) can be observed at low damage and gas concentration (<1075 at%) [17]. At higher

gas and damage concentrations other effects should be taken into account (cf. § 2.4 and § 2.5).

2.4 Trapping of fission products

In this section we will deal with trapping in the bulk material. Trapping in the grain boundaries

will be treated separately in chapter 5.
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2.4.1 Description

Gas atom migration in nuclear fuels involves more than simple lattice diffusion. Shewmon [46]
indicated the large effect that trapping at defects can have on diffusion in solids of solute with
a low equilibrium solubility (e.g. H in iron, Xe in UOg2). In nuclear fuels, either natural (e.g.
impurities, closed pores, dislocation lines, etc.) or radiation produced imperfections in the solid
(e.g. vacancy clusters in fission tracks, fission gas bubbles, solid fission-product precipitates,
etc.) depress the release rate by temporarily or permanently trapping the migrating atoms.
The experiments show that for burnups characteristic in power reactors, gas atom trapping
due to fission produced defects should be very much more important than trapping at natural
defects in the as-fabricated fuel [4]. The most likely deep trap is the population of fission gas
bubbles, in agreement with electron microscopy observations [51]. Volatile fission products
such as Cs, I, and Rb can also form bubble-like structures in the bulk when the temperature
exceeds ~ 0.33T,, (T,, = absolute melting temperature), although to a lesser extent, and
depending on the chemical nature of the impurity [52-54]. The absence of retarded release for
these precursors (of Xe and Kr) mentioned by Matzke [17] has been attributed to distortions

of the profiles in ion-implanted samples [55].

2.4.2 Properties

The interaction of a gas atom with each trapping site is characterised by a binding energy.
According to Matzke [17, 18], the trapping increases the activation enthalpy of inert gas dif-
fusion by about 0.5 to 0.8 eV, hence a value of about 4.4 €V is reached for UOs and UC in
instead of 3.9 eV (cf. § 2.3).

The capture rate of gas atoms (I'y.) is an important characteristic of trapping. The re-
actions of point defects with traps are usually described in terms of phenomenological rate
equations of chemical kinetics. Accordingly, the trapping rate is linearly proportional to both
the trap density in the solid (C/"%* ) and the concentration of free gas atoms in the lattice

lattice
gas .
(Clattice ) .

Ty = kCIPs 0998 (2.6)

lattice ~lattice

where k represents the rate constant for trapping (em3/s). At present, several diffusion-
controlled reaction rate coefficients are in use, derived basically from the Smoluchowsky theory
of coagulation [56]:

k =4nRy. D (2.7)

where Ry, corresponds to the trap radius and D is the lattice diffusion coefficient. When the

particle growth is reaction-rate-limited, the expression for k reads [4]:

_ 4nR}.D
-

k (2.8)
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where ag is the lattice constant. This value of k is larger than that obtained from Eq.(2.7) by
a factor Ry, /ag, hence diffusion control is much more likely for spherical sinks on the order of
a few nm in diameter.

Another important aspect related to the trapping phenomenon is the saturation of the

sinks, that is when the concentration of the atoms in the traps (C,,,) is constant:
aciw
p
=0 2.9
ot (29)

During irradiation, a re-solution mechanism is operative, hence the trapping and the re-
solution rates can be balanced. Accordingly, the migrating atoms are at equilibrium between

the lattice and the traps, in other words there will be an equilibrium relationship between
cye and CJ%

traps lattice"

gCl%s. = bCye (2.10)

lattice trap

where g = kC’;;;fje is the capture rate and b corresponds to the re-solution rate, defined
as a probability per unit time (cf. § 2.5). Speight [57] has shown that saturation of the
intragranular bubbles occurs relatively fast. As a result, many models for fission gas release

define an effective volume diffusion coefficient [1,49,58,59|:

b
Dejs=D—, 2.11
1= (2.11)

which applies to all the fission gas atoms in the grains (Cfﬁ;, + CJ%ice)- In reality, the free,
untrapped gas atoms still diffuse with their intrinsic D, but the fraction of them migrating to
the grain boundaries decreases.

Based on the expression for the trapping rate in Eq. (2.6), one can enumerate the most

important parameters affecting the trapping of migrating fission products in nuclear fuels:

Fission density  Experiments on single crystals and sinters of nominally stoichiometric
UO:s indicate that the diffusion coefficient of Xe is dramatically decreased once the fission dose
exceeded 10'° fissions/cm? [16,60]. This has been attributed to trapping by irradiation induced
defects, and is also reflected in Eq. (2.6). The experimental results also indicate a saturation
of the trapping effect [16]. This is in accordance with the conclusions of Lawrence [11] who
suggested that after a low burnup, in the region of 0.07 to 0.4 MWd/kgU, the reduction
mechanisms saturate. However, in view of some ion implantation work, Matzke [18] recalls

that a more complicated behaviour could be prevailing.

Gas concentration From Eq. (2.6), it can clearly be seen that the trapping of gas atoms is
more pronounced at high gas concentrations, where the probability of an encounter with other

gas atoms or vacancy clusters increases. This is a consequence of the insolubility of the gases
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in nuclear fuels and of the stability of the gas-gas cluster [61]. Nicoll et al. [38] provided a
complementary explanation to the sharp decrease in the diffusion coefficient once a threshold
burnup is exceeded. The decrease in the diffusion coefficient of Xe is explained in terms of
a change in the stable site of single Xe atoms not trapped by radiation damage: from di- to

tri-vacancies when the Xe concentration surpassed 1075 at% (percent of U + O atoms).

Fission rate When the fission rate increases, the number of radiation induced defects first
grow larger and cannot anneal out. The trapping is therefore enhanced. Olander [4] indicates
that when fission rates exceed 2 x 10! fissions/(cm3-s), the entailing annealing of defects will
increase the effective diffusion coefficient. However, this could also be due to an increase of

the irradiation induced re-solution effect (cf. § 2.5).

Oxygen potential If the tri-vacancy is granted a higher binding energy than di-vacancies
with respect to trapping of single gas atoms, hyperstoichiometric fuel will have a smaller
activation enthalpy for migration in comparison with hypostoichiometric fuel. This conclu-
sion can be drawn from the computational study of Nicoll et al. [38] since they showed a
shift of the most probable site for Xe atoms from di- to tri-vacancies when the fuel becomes

hypostoichiometric.

2.4.3 Domain of application

Trapping of migrating gas atoms in the matrix occurs at very low burnup values, corresponding
to a fission density of 10 fissions/cm?. Speight [57] has indicated that traps can be considered
to be saturated for irradiation times of practical interest. Experimental results [11] indicate a
saturation of the trapping effect in the region of 0.07 to 0.4 MWd /kgU. Finally, it should be
stressed that the amount of trapping will depend on the number density and size of the traps

(bubbles), hence on the temperature and the fission rate.

2.5 Irradiation induced re-solution

It is well known that the high energy of solution of inert gas atoms and volatile fission products
in metals and most solids (e.g. ~ 10 eV for Xe in UOy) provides a strong driving force for
precipitation in bubbles. This section deals with a re-solution route through which gas atoms

can leave these traps.

2.5.1 Description

Relevance It has been recognized that the amount of fission gas arriving at grain boundaries
through the high density of intragranular traps would be very small, far below the steady-state

experimental gas release measurements. Early experimental investigations [62-67] have shown
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that irradiation induced re-solution of the gas from bubbles during the irradiation significantly
increases the gas population in the matrix (i.e. the dynamic solubility of the inert gases) which
is capable of diffusing out of the grains.

Another important consequence of re-solution is its ability to moderate the build-up of
gas in grain boundary bubbles. Hence, the incubation period, i.e. the time before which no
significant fission gas release can be observed, increases because the grain boundary capacity
for gas atoms must be exceeded such that the porosity there grows and interlinks to form

pathways to the free surface (cf. § 2.11).

Mechanisms for re-solution Although v-rays, neutrons and fission fragments are all ca-
pable of causing re-solution of fission gases from bubbles, it is only the fission fragment that
can account for the high efficiency of the process as observed experimentally. Fission frag-
ments not only have a higher initial kinetic energy (50-100 MeV) than fast neutrons (2 MeV),
but they are also charged and consequently have a higher cross-section for transferring energy
either to lattice, or to gas atoms.

Turnbull [67] and Olander [68] have reviewed plausible mechanisms of re-solution that could
be induced by fission fragments. The first model for the re-solution process was a microscopic
model. It considers simple knock-out of one gas atom at a time from bubbles when the
gas atom is struck directly by a fission fragment or by a primary knock-on uranium atom.
This model does not predict complete bubble destruction - as suggested from experimental
observations [67,69] - since only about 10 % of the initial fission fragment energy is lost in
direct collisions with lattice ions while the rest is first dissipated in the electronic structure
of the material through which it passes by means of Rutherford collisions. Ronchi et al. [70]
confirmed these findings with their calculations.

Also several macroscopic models have been proposed. They have in common the feature
of partial or complete destruction of a bubble by a fission fragment. Although the actual
mechanism remains uncertain, the balance of opinion favours a mechanism based on fission
fragment energy loss via electron excitation leading to a cylindrical heat distribution around

the fission fragment track along with a compressive thermoelastic stress pulse [67-70].

2.5.2 Properties

The irradiation induced re-solution rate depends on the number of fission gas atoms and the
fission rate. In addition, the re-solution mechanism based on the energy loss via electron
excitation implies that the re-solution efficiency is likely to be dependent on bubble size. The
re-solution causing complete destruction of small intragranular bubbles may not have the same
efficiency when applied to larger grain boundary bubbles [67,69]. A further implication is that
the efficiency of re-solution is dependent on the electron-lattice coupling of the nuclear fuel [69,

70]. For example in the case of UO2, which has a mixed covalent-ionic character, the coupling
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is much stronger in comparison with UC, which has a metallic character. As a consequence,
the lattice immediately surrounding the fission fragment track in UOs experiences a more
severe temperature and pressure pulse which can result in permanent damage to this lattice.

One should be careful in applying the re-solution parameters in the fuel behaviour calcu-
lations because the form of the term representing re-solution generally depends on whether
the macroscopic (b') or microscopic model (b) of the phenomenon is used. However, in the ex-
pressions for the rate at which single gas atoms appear in the matrix as a result of re-solution

from all bubbles per unit volume (T;.s), the parameters b’ and b can be used interchangeably:

/
Lres = bnygmy =b myny

= bMy =b My (2.12)

where b’ and b are defined as the probability per second that a bubble in the fuel is destroyed
and the rate at which gas atoms are redissolved from a bubble respectively [68], ny; corresponds
to the bubble density of the fuel (bubbles/m?), my; is the number of gas atoms in a bubble and
My, is the total number of gas atoms per unit volume contained in the bubbles. Consequently,
several models [1, 58] account for the re-solution effect at intragranular bubbles by means of
the macroscopic model [67]

b = 2m (roy + 00)° ps s F (2.13)

according to which a bubble can be destroyed if its centre lies within a distance (ry; + dg) of the
fission fragment. For the larger grain boundary bubbles the same mechanism is operative but
its ferocity is likely to be tamed by their large size [1,71]. The re-solution event is therefore
more likely to be a “whittling away” process than the wholesale destruction of the bubbles

envisaged for intragranular porosity.

2.5.3 Domain of application

The re-solution mechanisms driven by the fission spikes is considered to operate during all

in-pile conditions.

2.6 Thermal re-solution

2.6.1 Description

For a trapped gas atom to be redissolved requires a potential barrier to be crossed. The
thermally activated re-solution of a second phase, whether a precipitate or a bubble, within
a matrix is clearly linked up with both the solubility of the second phase constituent (or the

solution energy) and the binding energy of the migrating atom to the trap. 2

*Volatile fission products could be “trapped” by the formation of immobile compounds, hence the thermally
activated dissociation of these compounds can be considered as thermal re-solution as well.
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2.6.2 Properties

As indicated by White [71], the equilibrium gas concentration resulting from thermal re-

solution in the vicinity of a bubble can be expressed by:

C = Cpexp <Z—§,) (2.14)
where Cj represents the thermal re-solution pre-multiplier, v is the surface energy of a small
bubble, k is Boltzmann’s constant, T is the absolute temperature, p corresponds to the internal
gas pressure and b is the Van der Waal’s gas volume. According to Eq. (2.14) the main
parameters influencing thermal re-solution are the temperature and the internal gas pressure.
As a result, small bubbles with a high internal pressure will sustain thermal re-solution with

a higher probability, in accordance with computations of Jackson et al. [61,72].

2.6.3 Domain of application

Olander [68] predicts a thermal re-solution parameter a factor 10 to 100 times lower than
the irradiation induced re-solution factor. According to ion-implantation studies of Kr in
UO3 [73], thermal re-solution should be disregarded. Calculations also rule out any thermal
dissolution of gas from underpressurised bubbles, since the predicted solution energy is very
high [61] (~ 10 eV). As a result, thermal re-solution has generally been considered not to be too
important. Neverteless, small overpressurised bubbles are predicted to lose gas rather easily,
typically with energies in the range of 2-8 eV [72]. Theoretical considerations of Veshchunov
[74] corroborate the importance of thermal re-solution from small intragranular bubbles at
temperatures in excess of 1500 °C. In line with this, Brearly et al. [75] explain the high release
rates observed during isothermal transient heating of fuel. Also White [71]| applies thermal
re-solution from overpressurised bubbles, both during post-irradiation annealing experiments

and under in-pile conditions.

2.7 Thermal diffusion

2.7.1 Description

It is an empirical fact that, if a homogeneous two-component phase is placed in a temperature
gradient, an unmixing occurs since one component diffuses preferentially to the hot (or the
cold) end. This effect is called thermal diffusion or the Soret effect. The simplified flux
equation that will fit this empirical observation can be written as [18,46]:

Qici

Ji=—-D; <VCZ + sz—) (2.15)
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where J; corresponds to the flux of atoms of type ¢, ¢; represents the concentration of the
species ¢, Q; is the heat of transport for the considered species and R is the universal gas
constant. This expression can be derived from the principles of irreversible thermodynamics
[46,76]. According to this theory, a particular flux is the result of a combination of all forces
present and the fluxes of various types are related to all forces in a linear manner. In particular,
the temperature gradient induces a mass flux. If D/RT is taken to be the mobility of the
component, — (Q/T) VT is the effective "force" exerted by the temperature gradient on each

solute atom.

2.7.2 Properties

The simplified equation above shows that the flux J; is proportional to D and to @. The
latter quantity is called the heat of transport, since it physically represents the quantity of
heat transported by a mole of diffusing material in the absence of a temperature gradient
or the heat flow due to a unit of matter flow. The sign of the experimentally determined
parameter ) determines the magnitude and direction of the migration: a positive (negative)

value corresponds to a flow of matter down (up) the thermal gradient.

The thermal gradient induces a higher probability for the migrating species to move up
or down the gradient. This small biasing of the jump direction will change neither the jump
mechanism nor the jump frequency at any given temperature. Therefore, the matter flow
induced by the thermal biasing will be proportional with D, or the chemical diffusion coeflicient
[17] in the case of metal atoms in (U,Pu)Os.

2.7.3 Domain of application

Pronounced temperature gradients exist in operating nuclear fuels, especially fast breeder
oxide pins where the power density is the highest. Several redistribution phenomena, related
to thermal diffusion in nuclear fuels, have been observed, among which the redistribution of
oxygen [12,77-79], the actinides [80,81] and the constituents in U-Zr alloys [82].

Thermal diffusion of oxygen in UO2,, (U,Pu)Os4, and PuOsy, is very pronounced [17],
but there is a minimum in the heat of transport in the vicinity of the stoichiometric compo-
sition [79]. Kleykamp [20] concluded that UO; fuels operated at high power, hence at high
temperatures, remain essentially stoichiometric since any excess oxygen due to possible hy-
perstoichiometry of the starting fuel or due to the formation of excess oxygen by fission would
diffuse to the clad and be gettered in a reaction layer. This was confirmed by Matzke [22], who
assessed the oxygen potential in the rim region of high burnup UO; fuel. Accordingly, thermal
diffusion of oxygen and the potential influence of the stoichiometric deviations on the fission

product release (cf. § 2.3) can be neglected in LWR fuels, except for accident conditions [25].
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2.8 Grain boundary diffusion

2.8.1 Description

Grain boundary diffusion is the most commonly observed route for solute migration in poly-
crystalline materials. It is generally accepted that diffusion in crystalline solids proceeds more
rapidly along grain boundaries than through the lattice [46,83,84]. This is due to the atomic
jump frequency in these planar defects which is about a million times greater than the jump
frequency of regular lattice atoms in stoichiometric materials at 0.6 T, (T}, is the melting
temperature expressed in Kelvin). The dominant atomic jump mechanism by which the atoms
move along grain boundaries appears to be a vacancy mechanism [83-85].

Several observations in nuclear fuels such as creep [86], intergranular swelling [87,88], the
dispersion of oxygen [89], burnable poisons [90] and plutonium [91], have been attributed to
grain boundary diffusion as well. In a similar way, Turnbull et al. [92-94] have considered
grain boundary diffusion in the model for in-pile release of volatile fission products and inert
gas atoms in trace irradiated UOgz fuels. Olander and co-workers [95,96] followed the same
idea in their post-irradiation analysis of low burnup UOy samples, as did Akabori et al. [97]
for ThOy. More recently, post irradiation examinations [98] have indicated that fission gases

may migrate long distances on the grain boundaries in (U,Pu)Os fuels and be released.

2.8.2 Properties

The majority of experimental investigations regarding grain boundary diffusion mechanisms
has been performed on metals and more specifically dealt with self-diffusion [83,84]. Unfor-
tunately, there are no experimental data available at present for the grain boundary diffusion
coefficient of inert gas atoms in LWR fuel. Therefore, one can merely summarise the qualitative

effects of several parameters on the grain boundary diffusion in this material:

Temperature In general the grain boundary is a much more open medium for the atomic
movements than the adjoining grains. The energy to form a vacancy or move an atom into a
vacancy will therefore be lower than in the lattice. Thus, considering a vacancy mechanism
for self-diffusion, it is easy to see qualitatively that the activation energy in the boundary will
be appreciably less than in the lattice. As a result, grain-boundary diffusion will be more

important at lower temperatures.

Grain boundary structure and orientation For the small-angle grain boundaries a
"pipe" model has been proposed [46,83,84], where the grain boundary is replaced by a pla-
nar array of dislocation cores or pipes. According to this model, diffusion in small-angle tilt
boundaries should be highly anisotropic, diffusion along the dislocation pipes being much

larger than that perpendicular to the pipes. In addition, the model predicts a dependency on
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the mis-orientation axes as it affects the distance between dislocations. On the other hand,
the activation energy is predicted to be independent of the mis-orientation angle.

For large-angle boundaries, experimental results [46, 84| indicate that the anisotropy varies
very smoothly from the small-angle to the large-angle grain boundaries. It persists to angles
up to 45 °, where the dislocation model is no longer applicable. Furthermore, there is evidence
that the activation energy depends on the mis-orientation angle, with maxima occurring at

the coincident site lattice mis-orientations [83].

Finally, it appears that grain boundary diffusion coefficients of all the metals with the same
crystalline structure can be represented by a single Arrhenius line on a reduced temperature
scale (T}, /T), indicating that diffusion in structurally similar metals must occur by the same

mechanism [83].

Composition and burnup A number of factors is responsible for hindering a clear under-
standing of the phenomenon of grain boundary diffusion in non-metals, especially oxides and
ceramics. One major practical problem with these materials is the difficulty in controlling
their purity as well as stoichiometry. Even their volume diffusion characteristics are known
to be extremely sensitive to the presence of impurities (cf. § 2.3). Furthermore, distinction
should be made between self-diffusion and impurity migration. The latter may be subject
to strong segregation effects since interactions of impurity atoms with the boundaries may
stabilize different structures, produce precipitates, and therefore significantly influence grain
boundary diffusion. Trapping or precipitation of fission products can occur at different types
of traps such as structural defects, gas filled bubbles and pores, and metallic precipitates. In
addition, volatile fission products such as Cs and I can be immobilised by means of a chemical
interaction with the fuel (e.g. uranates) or other fission products (e.g. Csl). As a result,
the precipitation or trapping of fission products is dependent on the temperature and bur-
nup [99-104], on the species under consideration [52,93,103,105], on stoichiometry deviations
and additives [45,106], as well as on the geometrical parameters such as the number density

and the size of the trapping centers.

Ionic charge The extrapolation of the properties for grain boundary diffusion in metals to
ceramics also warrants special care because of the ionic character of the structure. This leads
to the formation of an electrostatic potential at the grain boundaries, and may affect the diffu-
sivity of charged ions (e.g. Cs or I) along the grain boundaries in oxides [83]. Common ceramic
oxides usually contain relatively large concentrations of aliovalent impurities. Consequently,
electrical charge effects should make grain boundaries in the oxides particularly susceptible to

strong segregation effects [84].
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2.8.3 Domain of application

In view of the lower activation energy, grain boundary diffusion should be perceptible at
temperatures [84] T' < 2/3T},, e.g. below 1800 °C for UOs. However, there appears to be
a contradiction about the role of the grain boundary in fission gas release. Some authors
advocated that it serves as a high diffusivity pathway for the release of fission products in
trace irradiated fuel [92-97], while most present day models in high burnup UOs [1,7,58,59,
71,107,108] consider it to be a perfect sink where gas atoms are immobile and precipitate to
form bubbles, which eventually will interconnect and form a tunnel network . This is mainly
based on the presence of grain boundary bubbles in high burnup fuel [109-113| which appears
to be inconsistent with rapid grain boundary diffusion. I have reconciled the two contradictory
roles of the grain boundaries (cf. Chapter 6) by considering a switch from release assisted by
grain boundary diffusion in trace irradiated UOs to trapping and eventual interlinkage of the

intergranular bubbles in high burnup fuel (cf. § 2.11).

2.9 Grain boundary sweeping

2.9.1 Description

In this section we will only deal with normal (or equiaxed) grain growth. Columnar grain
growth mainly occurs under fast reactor fuel conditions and is related to bubble migration by
means of the evaporation/condensation mechanism, which will be discussed in § 2.10.

During normal grain growth, large grains spontaneously grow at the expense of smaller
ones. On a microscopic scale the process involves movement of matrix atoms from the convex
to the concave side of a curved grain boundary, where the atoms are surrounded by a somewhat
larger number of neighboring atoms. Consequently, the grain boundary, which moves in the
direction opposite the net flow of atoms, is displaced toward the center of curvature of the
grain on the convex side of the boundary [4].

From a macroscopic point of view, the driving force for grain growth is the reduction of the
free energy of the solid that accompanies the decrease of the area of the grain boundaries it
contains.

The grain growth phenomenon affects the fission product release in two ways. First of all,
grain boundary sweeping provides another mechanism for the collection of fission gas at these
internal surfaces from which release can occur [114]. The collection results from the fact that
fission gas is most insoluble in the fuel matrix, hence the sweeping grain boundary does not
redeposit any gas in the newly-formed crystal behind it. The moving grain boundary acts as
a fission gas filter.

Secondly, the diffusion distance for the fission products created in the grain increases. Unlike
the first consequence this tends to reduce the release rate. Therefore an inadequacy in grain

growth modelling is rapidly reflected in inaccuracies in calculated fission gas inventories.
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2.9.2 Properties

In general, the kinetics of grain growth in UO2 are written in the following form [115-121]:
Ry, = Ry, o+ Kt (2.16)

where Ry and Ry, stand for the initial and current grain size respectively, n is the grain
growth exponent, and K corresponds to a rate constant. The grain growth exponent varies
between 2 and 4, depending on the factors controlling grain growth, i.e. on the growth
mechanisms [120]. The difficulty of deriving one single grain growth law for the whole range
of operating conditions in reactor fuel stems from the variety of parameters affecting grain

growth :

Temperature The grain growth rate is determined either by the mobility of the grain
boundaries, either by the mobility of the pores or the fission product accumulations exerting
a retarding force on the boundary movement. In any case, the transfer is thermally activated
and the rate constant varies exponentially with the temperature according to the Arrhenius
function. The activation energy is directly related to the transport mechanism determining
the grain boundary motion, i.e. it can vary from about 267 kJ/mole for curvature driven

forces [120] up to 570 kJ/mole for evaporation mechanisms [115].

Grain radius The influence of the grain radius on its growth can best be explained from
the following analysis [120]. Each grain is treated as an isolated entity and it is assumed that
the inward force (F') on an element of grain boundary is inversely proportional to its radius

of curvature and proportional to the grain boundary energy (vg):

dRy,
dt

Db 790
kT Ry,

v X X MgpF o (2.17)
where v corresponds to the grain boundary velocity, and Mg, represents the grain boundary
mobility which is related to the diffusion coefficient of the boundary (D) through the Nernst-
Einstein equation: Mg, = Dy, /kT. Eq.(2.17) is equivalent to the assumption that the velocity
of a grain boundary is proportional to the pressure difference caused by its curvature [115,
116,118,120]. This approach leads to a parabolic kinetics like equation (i.e. n = 2). However,
many experimental investigations of UOg grain growth indicate that n is rather between 2
and 3 suggesting that the derivation given is overly simplistic.

As already mentioned before grain growth is a far more complex process than simply the
expansion of the average grain size in a single-phase material with second-phase particles.
The sum of the individual grain sizes is constant and the increase in average grain size is thus
connected with a disappearance of some grains. This process may be viewed as the change of

the grain size distribution with time. The mean field theories have been developed in order to
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determine this distribution function f (Rgr,t) as a function of time and the grain radius [120].
The mean field approach deals with the change in size of an isolated grain embedded in an
environment which represents the average effect of the whole array of grains. They provide a

continuity equation for the flux of grains through grain size space :

of @ (5 8f)_ of
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(vf) (2.18)

where D can be identified with a diffusion coefficient which only depends on the specific grain
boundary mobility. According to this equation, the flux of grains through grain size space
consists of two contributions : a diffusion-like process (the physical basis of which is not clear)
and a curvature-driven drift term. Hillert [118] assumed that the latter term dominates and

suggested an expression for the drift velocity, seen as equivalent to the boundary velocity and

dR, (1 1
=M - 2.19
dt (Rcr RQT) (2.19)

proportional to dRg, /dt:

where M’ represents the growth rate constant which is proportional to both the mobility and
the surface energy of the grain boundary. The critical grain radius (R,,) is such that grains
with radii less than R., tend to shrink initially and those with larger radii tend to grow. The
mean field theories predict parabolic growth kinetics as well. Another criticism of all these

theories is the lack of concern regarding topological constraints and their role in grain growth.

Grain shape Rhines and Craig have proposed a grain growth model which accounts for the
changes in topological parameters [117,120]. They obtain a value of 3 for the grain growth
exponent. According to Vandermeer [117], this arises from an improper consideration of the
driving force for grain growth: the force is distributed over every atom in the volume of
the material rather than over just the grain boundary atoms. Accordingly, he asserts that a
parabolic time behaviour should prevail provided that the average grain shape does not change
during growth. Grain shape modifications could be caused by the grain boundary segregations

and fabrication pores.

Pores and second-phase particles A bubble located on a grain boundary exerts a force
on the latter, either because the bubble is driven to move by an external force (e.g. the
temperature gradient) or because the grain boundary has a tendency to move in response
to the tension contained in its curved surface. Small bubbles in the path of a moving grain
boundary are swept along with the boundary but they retard the speed of it. However, a
moving grain boundary can pass right through large bubbles. One can calculate a critical
bubble radius marking the border between the smaller bubbles which are collected by the
moving grain boundary and the larger ones which are detached from the grain boundary [4].

In order to take into account the effect of second-phase particles, referred to as the Zener
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pinning effect, one introduces a back stress and assumes that the geometry is unaffected [119].
This additional force term (K,.) in Eq.(2.17) leads to an equation similar to Eq. (2.19):

iR, K ( 11 )
= - K =K — 2.20
dt Ry, Ry R ( )

where Ryae = K/K' =1.1210%exp (—7620/T) pm according to Ainscough et al. [119]. Hillert

[118] predicts a more gradual retardation of the growth rate of the average radius:

dRy,, K Ry \?
_ 1— Sl 2.21
dt Ry, ( Rmax) (2:21)

These equations indicate that grain growth may be retarded and even terminated when a
maximum grain size is attained. In the empirical relation of Ainscough et al. [119], Rpaz
depends on the burnup and the temperature. More recently, Khoruzhii et al. [122] introduced
an additional but similar retarding effect on grain growth due to the defect areas arising on

the grain faces as a result of interaction with fission tracks.

2.9.3 Domain of application

Grain boundary sweeping occurs at temperatures at which grain growth is significant. Accord-
ing to Olander [115], the temperature range for equi-axed grain growth is between 1900 K and
2100 K (Above these temperatures, columnar grain growth can be observed). Consequently,
this process is not operative in LWR fuel under normal operating conditions, probably because
of the combination of low temperatures and the retarding effect of fission products on grain
boundaries. However, the influence of retarding forces due to pores, second phase particles,

and possibly the fission tracks, is still under investigation.

2.10 Bubble migration

2.10.1 Description

Before going into detail, one should distinguish between fission gas bubbles, fabrication pores
and solid inclusions of fission products for their respective mobility and behaviour are quite
different. The first kind of bubble results from precipitation of fission gases and is quite small
(radius < 1um) due to re-solution effects. It contains mainly xenon and some krypton at
relatively high pressure. The second type of closed pore results from incomplete densification
of the fuel during manufacture. These pores are usually large (radius > 1um) and contain
a low-pressure gas that is composed primarily of a cover gas (e.g. He or Ar) used during
fuel-element assembly. According to Kleykamp [123], the solid inclusions of fission products

are mainly composed of metallic precipitates (Mo, Tc, Ru, Rh, Pd, ...) or oxide precipitates
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(Rb, Cs, Ba, Zr, Nb, Mo, Te). In the following we will use "bubble" to denote all these three
types of inclusions unless specified otherwise.

The migration of fission gas bubbles and solid inclusions provides an alternative to the
sequence "bubble formation / re-solution / gas atom diffusion" in order to describe fission
product release from nuclear fuels [68,123-129]. Migration of bubbles has two other important
consequences, namely the columnar grain growth with the concomitant central void formation
[68,126], and the coalescence of the bubbles entailing fuel swelling [68,127].

2.10.2 Properties

In the absence of a driving force (e.g. during post-irradiation annealing experiments), the
molecules that determine the bubble motion move about randomly. As a result, the bubble
performs a form of Brownian motion in three dimensions. When the individual molecules
are moving under the influence of a potential gradient, the bubbles move in the direction
of that gradient. Nichols [125,127] has developed a general analysis of bubble mobility that
can be applied to any force acting on a bubble or to any microscopic mechanism by which
bubble motion occurs. Mobility (M) is defined as the velocity (vy) when a unit force (Fj)
is applied: vy = MyFp. The mobility can be related to the bubble diffusion coefficient by
the Nernst-Einstein equation. The force on the entire bubble (F}) can be directly associated
with a macroscopic potential gradient (e.g. stress gradient). Alternatively, this force can
be expressed in terms of the forces on individual molecular species (f) which are actually
responsible for bubble motion [68, 125]:

ArR3
F = — bl
b 30

f (2.22)

where Ry is the bubble radius and €2 represents the molecular volume "deposited" on the
surface for each diffusing (rate-controlling) species.

Different forces may affect the bubble motion [68,127], such as the thermal gradient, the
stress gradient, the electric potential gradient in ionic crystals, moving dislocations and shifting
grain boundaries. In the absence of a detailed analysis, one can assume the very large thermal
gradients to dominate [127]. (The other gradients are supposed only to alter the magnitude
of the effective heat of transport). More recently, Evans et al. [73,129-131] proposed another
driving force which is even operative under thermal annealing conditions. Their approach
invokes the presence of a thermal vacancy concentration gradient between a vacancy source
(e.g. a grain boundary) and intragranular bubbles. A large directed diffusion component is
therefore imposed on the bubble population up this gradient.

There are several rate-controlling mechanisms by which bubbles migrate in a solid. The
motion of a bubble through a solid requires the transfer of atoms around the bubble, either

by direct surface diffusion, either by mass transfer (via vacancies) through the volume of the
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solid near the bubble or by vapour diffusion (evaporation and condensation) of the matrix
material within the bubble volume. One can derive an expression for the bubble diffusivity

(Dp), or equivalently the mobility, for each of these mechanisms [68,127,132]:

e surface diffusion: Dy = 23)}?1 D,
Ty
YR _ 30
e volume diffusion: Dy = Tops Do
iy
. . 2
e vapour diffusion: Dy = jﬁk;;%%" D,
bl

where D, , denotes the surface, volume, or gas diffusion coefficient of the rate-controlling
species, A\ represents the normal spacing in the lattice between diffusing (rate-controlling)
species, p, is the equilibrium vapour pressure of the rate-controlling species, and «, measures
the departure from equilibrium (a < 1): p,a,Q = kT. The approach presented above enables
to predict the drift velocity of the bubbles as a function of several parameters (local temper-
ature, temperature gradient, bubble radius, grain boundary energy, etc.) given a particular
driving force and a migration mechanism [127]. We will limit ourselves to the case where the
force exerted on the bubble is determined by the thermal gradient:

B 47TR;:’I Q
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where @ is the heat of transport for the rate-controlling mechanism and V7} is the temperature
gradient in the bubble.

Temperature The dominant mechanism for migration depends on the temperature, due to
the different activation energies involved : usually Quapour > Qv > Qs. As the temperature
increases, the dominant mechanism could thus shift from surface diffusion to volume diffusion

to vapour transport.

Temperature gradient From formula (2.23) for F} above it is possible to explain why in
an operating fuel element much larger pores will be restrained from moving in the regions of
low VT} even though the temperatures in these regions will be the highest. This is of course
because the driving force is itself proportional to V1}. Conversely, in the colder regions where
VT is higher (e.g. at fractional radii > 0.7 [68]) the critical sizes will be smaller but the

mobility may be so low that no significant motion occurs.

Bubble radius The mechanism responsible for motion for any cavity is simply the one
yielding the highest migration velocity. In the case of a temperature gradient, surface diffu-
sion control leads to V; Rb_l1 and volume diffusion leads to a velocity which is independent

of Ry. Vapour transport likewise yields a velocity independent of Ry if D, remains constant
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(Dg x py 1Y but when the pressure in the pore is assumed to be dictated by surface tension
forces (2y/Rp), then Vj oc Ry. Accordingly, it is clear that surface diffusion must dominate
at sufficiently small size (Ry < 1 um). As Ry, increases (Rp > 1 pum), either volume diffusion
or vapour transport eventually becomes dominant. However, according to Olander [68] and
Nichols et al. [128], the vapour transport mechanism is only likely to be significant for fabri-

cation pores with a diameter in the order of 10 um but not for fission gas bubble migration.

Impurities and defects Several authors [127,129,133,134] have explained the suppression
of predicted surface diffusion controlled diffusivity by interface control for pore migration, also
referred to as the bubble facetting effect for very smooth surfaces in the absence of external
driving forces.

Evans [129] mentioned two other possible mechanisms for surface diffusion suppression. The
first considers the inhibiting effect of gas atoms when they occupy the space needed for the
surface ad-atoms to perform the jump-step. A second suppression mechanisms is attributed
to the effects of impurities coating or partially coating bubble surfaces [124]. This was also
argued by Manley [63], Nichols [127] and Matzke [18] who mention the association of bubbles

with small precipitates (e.g. "5-metal particles") which are thought to be less mobile.

Finally, reactor fuels contain a variety of crystal defects (cf. § 2.4) which are responsible
for the pinning of bubbles. The critical size at which a bubble can pull free from an obstacle
occurs when the driving force due to the temperature gradient is equal to the restraining
force due to the bubble-defect interaction. Olander [68] and Nichols [127] have derived an
expression and estimated this radius for dislocations and grain boundaries in UOy and UC": a
few 100 to 1000 A for dislocations and 5000 to 10000 A for a grain boundary.

2.10.3 Domain of application

According to Matzke [16], fission gas bubbles in UOg2 remain small (< 20nm) due to the
effective fission induced re-solution, and they show irregular and small mobility, at least up
to T' ~ 1800°C. Furthermore, according to Olander [68], bubbles of radii less than 50 nm are
pinned by dislocation lines, and other crystal defects, too small to be observed by an electron
microscope, could very well immobilise bubbles in the 10 nm size range. Accordingly, for LWR
fuel gas atom diffusion is still thought to dominate fission gas release [16,135,136].

Despite this, Evans and co-workers [129] have suggested both a new driving force for bub-
ble migration (cf. p. 29), and that volume diffusion plays a dominant role in UO; for the
intragranular bubble sizes and temperatures considered in transient annealing experiments.
However, they have only performed annealing experiments where inclusions, inhibiting bubble

migration, were missing [137]. Accordingly, their ideas are open to debate [136-140].
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2.11 Bubble interconnection

2.11.1 Description

Fission gas bubbles appear along grain faces and grain edges after a certain burnup, depending
on the temperature history [102,109-113]. When bubbles interconnect, they form a so-called
tunnel network through which the gas can be released. The bubble interconnection is a
reversible process, for the tunnel network can close again under the influence of the surface
tension when the outgoing flux of gas atoms outweighs their supply.

The interconnection of grain boundary bubbles has two important consequences. First of
all, it determines the onset of release as the release remains small (due to athermal release)
before grain boundary bubbles interconnect with open grain edge tunnels. This incubation
period is reflected in the Vitanza threshold for fission gas release [141] (cf. § 3.3.1). The ensuing
release corresponds to a seepage process. Secondly, when grain face bubbles interconnect and
form snake-like tunnels, there will be a sudden release of the gas accumulated in these bubbles,
referred to as burst release [11, 16, 68,112, 142-148] (cf. § 3.3.3). Burst release can also be
interpreted as a sudden “interconnection” or opening of grain face bubbles due to micro-
cracking along grain boundaries during abrupt power variations [14,112,149-151]. Cracking
entails the sudden opening of a fraction of the grain boundaries with the instantaneous venting
of the corresponding fraction of accumulated gas atoms. Nevertheless, burst release due to

micro-cracking upon sudden power changes is not part of the model presented later.

2.11.2 Properties

The interconnection of bubbles is very often treated in a simplified manner; either the bubbles
are assumed to be closed, either they are considered to form an open tunnel network (other
treatments will be summarised in the following chapter). The interconnection occurs when
the grain boundary concentration of gas atoms reaches a saturation concentration (Nsq),
determined by [1]

~ Apyu f(0) 2y
Noat = 5 smg2® (o + P (2.24)

where (Fig. 2.4) py corresponds to the radius of curvature of the grain face bubbles, 26 =
arccos (vg5/27) is the dihedral angle between the bubble surface and the grain boundary, v
and -y, designate respectively the free surface energy and the grain boundary energy, f (6) =
1 — 1.5cos 8 + 0.5c0s>8, Py is the hydrostatic pressure in the surrounding bulk material, and
¢ stands for the fraction of the grain face occupied by the bubbles at interconnection.

Eq. (2.24) is based on two assumptions. First, it is assumed that the (lenticular) bubbles are
in mechanical equilibrium, i.e. the gas pressure in the bubble balances the grain boundary
energy and the hydrostatic pressure. Secondly, one assumes that the gas behaves like a perfect

gas.
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Figure 2.4: Schematic representation of a lenticular grain boundary bubble subjected to a

hydrostatic pressure.

Irrespective of the validity of these assumptions, Eq.(2.24) enables us to infer the influence

of the different factors on the onset of release due to bubble interconnection:

e the re-solution at the grain boundary bubbles impedes the build-up of the saturation

concentration and increases the incubation time for release;

e the (compressive) hydrostatic pressure increases the amount of gas atoms necessary to

obtain the saturation or opening of the tunnel network, hence it defers the onset of

release;

e when the grain boundary energy increases, the storage capacity of the grain face bubbles

will increase, entailing extended incubation periods;

e a temperature increase will raise the pressure of the gas in the bubbles and boost the

interconnection.

2.11.3 Domain of application

Interconnection of gas filled bubbles takes place in general where diffusion controlled precipita-

tion occurs at the grain boundaries, i.e when both the T and the burnup are high enough [102].

The conditions correspond roughly to the Vitanza threshold. Indeed, before grain boundary

tunnels are established, only athermal release can occur through the open surface resulting

from the fabrication porosity [13,14,152] and small grain edge tunnels [102].

The modelling of burst release due to micro-cracking along grain boundaries during abrupt

power variations would require the precise knowledge of the local conditions (e.g. stress,

temperature, etc.). Given the uncertainties pertaining to some of those parameters, most

authors accounted for the cracking phenomenon in an empirical manner [152-155].
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2.12 Sublimation or vaporisation

It is possible for some of the surface layers of a UO2 specimen to sublime during an anneal.
Fission gas atoms and small bubbles situated in the surface layers will be released when the
UOs sublimes. This component of gas release must be subtracted before true values of the
diffusion coefficient can be obtained. If no correction is made, one obtains a higher value of the
diffusion coefficient. Furthermore, if vaporisation is dominant, the apparent activation energy
for diffusion could reach a value near to the heat of sublimation [11] of UOg (= 147 kcal/mole).
Lawrence [11] concluded that at temperatures greater than 1600 °C vaporisation effects become
an important contributor to fission gas release rates.

The layer lost by evaporation increases linearly with time (¢) and is exceeding the mean
diffusion distance (which increases with v/¢) for UO5 and typical durations of diffusion exper-
iments already at relatively low temperatures (expressed as a fraction of the melting point)
in contrast to the behaviour of most metals [16]. The different time dependences can a priori

be used to differentiate between evaporative and diffusional release.

2.13 Conclusions

Considering the domain of application of the mechanisms described above, we can define those
which have to be included in a model for fission gas release in LWR fuel under normal operating

conditions, more precisely steady state conditions:

e single gas atom diffusion in the grains (§ 2.3);

e irradiation induced re-solution and trapping associated with intragranular bubbles (§ 2.5
and § 2.4);

e diffusion-controlled precipitation of gas atoms into intergranular bubbles (chapter 5);

e irradiation induced re-solution of the gas atoms accumulated in the grain boundaries

(§ 2.5);

e interconnection of grain boundary bubbles entailing a gaseous flow through the tunnel
network (§ 2.11);

e recoil and knock-out at the open surface (§ 2.1 and § 2.2).

The relationship between the different phenomena is schematically represented in Figure 2.5.
Since the validity domain of the model is limited to normal steady state conditions in light
water reactors, I have disregarded grain growth, micro-cracking and bubble migration. These
phenomena should only be considered under transient conditions: grain growth only occurs

at temperatures in excess of 1900 K; micro-cracking only takes place during abrupt power
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Figure 2.5: The relationship between the various processes involved in fission gas release in
LWR fuel under normal steady state conditions

changes; and bubble migration is not expected to contribute significantly below 2000 K, except
during annealing experiments, which is still open to debate.

The precipitation or trapping of fission products is dependent on the temperature and
burnup, on the species under consideration, on stoichiometry deviations and additives, as
well as on the geometrical parameters such as the number density and the size of the trapping
centres. The existing models for the precipitation of volatile fission products, however, consider
the traps to be perfect absorbers or black spheres. Accordingly, they do not account for the
variable efficiency of the traps at trapping fission products impinging on their surface. It
is thus necessary to develop a model for intergranular precipitation of fission products that
accounts for the variable trap efficiency. At the same time, there is a need to analyse the effect
of the various parameters on the precipitation rate in grain boundaries.

In addition to the mechanisms listed above, one should also account for grain boundary
bubble sweeping. By similarity with the sweeping effect of growing grains on fission prod-
ucts dissolved in the bulk of the grains, grain boundary bubble sweeping will enhance their
expansion by capturing gas atoms dissolved in the grain boundary. Bubble sweeping thus
constitutes a necessary correction factor to the diffusion controlled precipitation process, since

the model for the latter assumes a fixed bubble radius during each time step (cf. Chapter 5).
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The properties and/or domain of application of several other mechanisms are not well
characterised at present and require further research. Such is the case of grain boundary
diffusion. There is a general consensus to disregard grain boundary diffusion in fission gas
release models for medium and high burnup values. However, some observations in trace-
irradiated fuels indicate a contribution from grain boundary diffusion to the release and require

further clarification.
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Having analysed the underlying mechanisms of fission gas release, I will briefly review how
they are accounted for in the corresponding models from the open literature. Subsequently, I
will establish interrelationships among the different concepts and discuss their main advantages
and drawbacks in order to highlight the need for further improvements.

There are various approaches in fission gas release modelling. They can be classified in two
categories. On one hand there are purely empirical models [152,156], including those based on
soft computing techniques such as neural networks [157]. These models are inexpensive in use
and provide an efficient tool for the design of fuel rods within a limited range of application.
However, they are not suitable for gaining knowledge about the underlying mechanisms, nor
do they enable us to extend their range of application to higher discharge burnup values as
required by the industry.

On the other hand, there are mechanistic models which aim at the physical description of the
underlying phenomena. Despite their great data needs, such models provide an excellent basis,
both for the analysis of the mechanisms as well as for the extension of the models beyond their
range of calibration. Accordingly, only the latest category of models will be considered in the

framework of the present thesis.

3.1 The Booth model

Most of the mechanistic fission gas release models for LWR fuel rely on the pioneering work of
Booth [158,159] who proposed the equivalent sphere model. This theory considers a polycrys-
talline sinter as a collection of uniform spheres with an equivalent radius in order to simplify
the mathematical problem. The hypothetical sphere radius (Rp) is defined so that the effective

surface-to-volume ratio of the fuel, (S/V'),, is preserved:

mo=s(Y). o

where (S/V'), accounts for the sum of the geometric surface of the pellets as well as the surface
due to open porosity. The two limiting values of the Booth radius are therefore associated

with 0 % and 100 % open porosity, respectively:
v
3| 5] =Rp >Ry, (3.2)
S g

where (S/V'), only contains the geometric pellet surface, i.e. corresponds to 0 % open porosity.

As irradiation proceeds, fission gases are generated within the Booth sphere and migrate
to the surface, where the concentration is taken to be zero. Consequently, single gas atom
diffusion is postulated to be the rate controlling step for the release of the fission products as

they are supposed to be vented once they have reached the sphere boundary.
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3.2 Extensions of the Booth concept

The original Booth approach has been improved by several workers ever since in order to
account for some effects neglected in the former model. In the present survey, I will focus
on the evolution of the physical concepts involved in the models, rather than distinguishing
the numerical methods applied to solve the diffusion problem, such as the finite element
method [160, 161], the finite volume method [59], the finite difference technique [58] or other
approximations [162-166].

3.2.1 Applying an effective volume diffusion coefficient

A fine intragranular dispersion of small bubbles (a few nanometer in size) appears after a
short irradiation period and stabilizes rapidly, both in size and in number density. The
bubbles hamper the diffusion of gas atoms towards the grain faces. Speight [57] provided
an analytical solution for the migration problem in the Booth sphere incorporating the effects
of both trapping and irradiation induced re-solution at a fixed number of intragranular traps.
From these expressions he inferred an approximation in the case of saturated traps that enables
one to use the Booth-formulas with an effective diffusion coefficient (cf. Eq.(2.11)).

The influence of precursors on the release rate of radioactive gases can be treated analyt-
ically [167-170], but it is usually incorporated in the simplified expression for the release to
birth rate ratio (R/B) of radioactive species [8,9,159]. If the predominant mode of release is

via a diffusion mechanism, this ratio is expressed by:

R_5 [aD

B-vV o (3.3)

where D is the single gas atom diffusion coefficient, A represents the decay constant, S/V is the
surface to volume ratio of the specimen, and o denotes the diffusion enhancement term [8].
The influence of precursors can therefore be incorporated in the effective volume diffusion
coefficient for each decay chain of interest [169].

The original Booth approach disregards the athermal release due to recoil and knock-out
at open surfaces. Some codes have circumvented this restriction by introducing an empirical
release term as a function of burnup [12,171] and, in some cases, of the initial open porosity
fraction [172]. Other codes introduced an effective diffusion coefficient depending on the
burnup and the local fission rate, and/or an equivalent sphere radius which is a function of

the open porosity fraction resulting from the fabrication process [173].

3.2.2 Coupling with the intergranular behaviour of gas atoms

Fission gas release starts at the beginning of irradiation according to the Booth theory. How-

ever, in general the onset of fission gas release has been observed to be delayed [141]. This
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incubation period has been ascribed to the saturation process of the intergranular bubbles,
which is affected by irradiation induced re-solution. As a result, it was necessary (a) to model
the intergranular behaviour of the fission gas atoms and (b) to couple this with the Booth

model.

3.2.2.1 Modelling the intergranular behaviour of fission gas

There are different approaches to describe the behaviour of the gas atoms along the grain
boundaries. Most models do not describe the kinetics, they merely serve to determine the
conditions for the saturation of the intergranular bubble population. As soon as this saturation
criterion is fulfilled, the excess gas atoms arriving at the grain boundaries are deemed free.
In order to assess the saturation concentration of gas atoms at the grain boundaries, it is
assumed that all the gas atoms are accumulated in spherical bubbles with a fixed radius of
curvature (pp;). The bubbles can vent their content when their number density is such that
they cover a certain areal fraction of the grain faces (¢). The corresponding concentration of
gas atoms (Nyq¢) is inferred from the equation of state, generally the ideal gas law, and the
bubble pressure. The latter is supposed to balance the capillary forces restraining the bubble
in addition to any external hydrostatic pressure (Py).

Several models improved this description by accounting for the non-spherical character of the
bubbles due to the difference between the grain boundary energy and the free surface energy
(7). This results in equation (2.24) [174]:

_ Apuf(8) | [(2y
sat = g rsmer? oy T

More recently, White [71] neglected the influence of the hydrostatic pressure and proposed the
concept of “quasi-crystalline” lenticular cavities as an alternative for the equation of state. He
suggested that the number of gas atoms per unit area (NNg) is proportional with the ratio of

the bubble radius and the van der Waal’s volume for a fission gas atom (b,)
Ny=é2 (3.4)

where €’ is the so-called cavity packing fraction, a tunable parameter. His idea is motivated
by experimental evidence, indicating that the fission gas inventory of the bubbles is well above
the theoretical value inferred from the equilibrium condition for a perfect gas [109, 110, 113]
(cf. § 3.3.3). The subsequent underestimation of the grain boundary storage capacity for
fission gas entails a depreciated incubation period, unless a significant compressive stress is
applied to the bubbles [59].

Only a few models describe the kinetics of the intergranular behaviour of fission gas atoms.

Turnbull et al. [93] developed a model for the interpretation of their in-pile experiments with
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very low burnup fuel. They identified the equivalent sphere with the average grain (Rp = Rg,:
Figure 3.1) rather than with the quantity defined in Eq. (3.1).

Furthermore, they considered two diffusion processes to operate in series, that is, the fission
products formed uniformly within the grains diffuse to the grain boundaries, then along the
grain boundaries to the free surface by grain boundary diffusion. The model has been extended
by Speight and Turnbull [92] in order to account for the decrease of the bulk concentrations at
higher release rates, along with the contribution of direct release by lattice diffusion to the free
surface from those grains forming the outermost layer of the sample. Olander [95] followed
the same idea in his analysis of post-irradiation annealing experiments with trace-irradiated

UO2 samples.

In high burnup fuel, fission gas bubbles appear along grain boundaries after a certain
burnup, depending on the temperature history [102,109-113]. The interconnection of these
bubbles is a reversible process, as the tunnel network can close again under the influence of
the surface tension when the outgoing flux of gas atoms outweighs their supply. White and
Tucker [1] represented the gaseous flow along this intermittently open intergranular porosity
by a diffusion process in the equivalent Booth sphere. As a result, they presumed release to
occur from the outer surface of this sphere by two parallel processes: the standard intragranu-
lar diffusion process, in addition to the gaseous diffusion process through the tunnel network.
Their approach enabled them to obtain analytical approximations in which each term is iden-
tical in form to the original Booth calculation, though with “effective” values for both diffusion
coefficients as well as for the source term in the tunnel network. The effective grain boundary

diffusion coefficient is defined on random walk grounds in terms of the frequency of opening
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(and closing) of the tunnel network, and the mean square flight distance travelled by any
individual gas atom during the period in which the tunnel is open. The effective source term
in the tunnels arises directly from the intragranular diffusion process, and from the seepage

mechanism between the grain faces and edges.

Koo et al. [107] followed the ideas of White and Tucker in that they described the grains of
the polygranular aggregate as tetrakaidecahedra (Figure 3.1), and they assumed that bubble
interlinkage at grain corners was the rate-controlling step in the release process. However,
rather than considering two different processes in the equivalent sphere, they considered two
contributions to the effective open surface to volume ratio (S/V'), which is required to compute
the equivalent sphere radius according to Eq. (3.1). The released fraction of fission products
is calculated by means of the Booth equation for bulk diffusion in the equivalent sphere.

The primary contribution to the effective S/V stems from macroscopic crack surfaces and is
based on two assumptions. First, they assume that only grains in direct contact with cracks
can liberate unstable fission products by bulk diffusion. Furthermore, Koo and co-workers take
on a particular geometry of the cracked pellet in order to compute the corresponding S/V
value. More precisely, they consider an inner plastic cylinder in the pellet whose temperature
is greater than 1000 °C', and an outer region containing a number of radial cracks proportional
to the fuel rod power [175].

The second contribution to the open surface fraction is determined by the tunnel network
along grain boundaries. Koo et al. assess the fraction of interconnected grain corner bubbles
with the use of a site percolation simulation, i.e. a Monte Carlo technique, in two dimensions.
They multiply this fraction by the surface to volume ratio of the grain corner bubbles in order

to compute the second contribution to the total S/V value.

Hoffman and Meek [176] described the gas transport through the interconnected porosity
in fast breeder fuel pellets by means of Darcy’s law [177,178]. The migration of fission gas in
the grains appeared as a source term in this equation. In order to reduce the dimensions of the
equation in the cylindrical pellet, they assumed circumferential symmetry and neglected axial
pressure gradients in the porosity. In addition, they disregarded body forces (Py), applied
the perfect gas law and assumed that gas and fuel are in thermal equilibrium. The resulting
non-linear partial differential equation in cylindrical geometry was solved by means of finite
differences. O’Caroll et al. [179] assessed several numerical solution schemes for the same

problem, whereas Ivanov [180] proposed an analytical solution in Cartesian geometry.

The model of Kogai [181] for the intergranular kinetics combines features of the previous
concepts in LWR fuel. In line with the proposals of Matthews et al. [182], Une et al. [112],
Dehaudt et al. [102], and Charles et al. [183], Kogai considers gas on the grain boundary in
atomic form which is available to nucleate boundary bubbles immediately on heating. The
separate treatment of single gas atoms and bubbles at the grain boundaries is consistent with

the approach generally adopted within the grains following the idea of Speight [57].
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Figure 3.2: Schematic representation of a grain boundary covered by a regular distribution of
bubbles according to Kogai [181]

Kogai invoked a combination of bulk diffusion in spherical grains and grain boundary diffusion,
though only on a local scale since the gas atoms migrate towards neighbouring bubbles on the
grain boundary (Figure 3.2). In accordance with White, Kogai predicts the onset of release
when these bubbles interconnect. However, in contrast with the theory of White and in line
with experimental observations [184], the bubble number density remains constant before the
onset of interlinkage while they grow by means of a flux of vacancies along the grain boundary.
The balance between the bubble internal pressure, the hydrostatic pressure and the surface
tension constitutes the driving force for the growth (or shrinkage) of the bubbles, which is in
contrast with the thermal equilibrium assumption of Hoffmann et al. [176].

When the interconnection starts, the release from the porous medium is represented by a flow
through a fine tube, connecting the average bubble with the free volume (Figure 3.3), according
to the equation of Poiseuille [177,185], or equivalently, Darcy’s law under stationary conditions.
Both the extent of bubble interconnection as well as the stress distribution determine the tube
conductivity (cf. § 3.3.3 and § 3.3.4).

3.2.2.2 Coupling of the intergranular with the intragranular model

The coupling between the intra- and intergranular modules is two-directional. On one hand,
the flux of gas atoms leaving the grains forms the source term for the intergranular module.
This aspect is accounted for by all the models that incorporate the intergranular behaviour of
fission products (cf. previous section). On the other hand, the grain boundary concentration
affects the intragranular module in two ways. First of all, the concentration of gas atoms

dissolved in the grain face determines the boundary condition for the diffusion equation in the
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with the free volume in the fuel rod [186]

grains. Secondly, the irradiation induced re-solution induces a flux of gas atoms back into the

adjacent grains, which constitutes a supplementary source term near the grain face.

Turnbull and co-workers [92,93] as well as Olander [95] applied a non-zero boundary
condition at the surface of the grains in order to account for the boundary concentration
in the intragranular module. More precisely, they introduced a segregation factor, defined
as the ratio of the solute concentration in the grain boundary to that in the bulk near the
boundary [83], which reflects the interaction energy between the solute atoms and the grain
boundary. All the other models regarded the Booth sphere boundary as a thermodynamic
perfect sink, corresponding to the limiting case of an infinite segregation coefficient, and

applied a zero boundary concentration.

With respect to the influence of the irradiation induced re-solution at the grain boundary,
White et al. [1] as well as Hargreaves et al. [114] applied a correction factor to the Booth flux
in accordance with Speight [57]. Although the grain boundary concentration was still taken
to be zero in the Booth flux calculation, their basic idea was to introduce a diffusion barrier
at a distance dr away from the grain face (cf. Fig. 3.1a). This barrier is generated by the
re-solution process and attenuates the net flux to the grain face. The correction factor was
obtained by means of a linear interpolation of the flux between two limiting cases. The first
case corresponds to the Booth flux, i.e. the maximum flux when the grain face concentration is
zero (Ngp = 0). The other limiting case corresponds to an equilibrium between the re-solution
flux and the diffusion flux when the grain boundary concentration is saturated (Ngy = Nyqt),
hence the net flux towards the grain face is annihilated.

Rather than reducing the Booth flux with a correction term, Forsberg and Massih [187] gen-
eralised the idea of Speight to a time varying boundary condition. They provided analytical
approximations of the resulting integro-differential equation for short and long times.

Olander [4], and later also Dowling et al. [188] embodied the re-solution effect in the

intragranular module by means of a supplementary source term adjacent to the grain face.
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Olander considered all the re-dissolved fission products to reappear at a fixed distance (dg)
from the grain boundary, whereas Dowling et al. smeared out the amount of re-dissolved
fission products between Ry, and Ry, — 20g, referred to as the re-solution layer. Yet, both
models still considered a zero boundary concentration. Despite this limitation, the smeared
model has been applied by Ito et al. [161], Nakajima et al. [189] and Denis et al. [58]. However,
except for Denis et al., they have smeared out the re-dissolved gas atoms in one single layer
near the grain face. The thickness of this layer (20g) is too large from the numerical point
of view; the large concentration gradients in this area require a much more refined mesh (cf.
§ 8.4.2.2 p. 159). Accordingly, in the present model the re-dissolved gas atoms have been

smeared out in several layers adjacent to the grain face (cf. § 7.1.4).

3.2.3 Accounting for grain growth

As mentioned in section 2.9, the influence of grain growth on the gas release process is twofold.
Grain boundary sweeping provides a mechanism for the collection of fission gas at these
internal surfaces from which release can occur. Conversely, the diffusion distance for the
fission products created in the grain increases. Accounting for both phenomena simultaneously
requires the solution of a diffusion equation in a sphere with a moving boundary. In addition,
the restructuring affects the intergranular module itself, since an increase of the average grain
size reduces the specific surface of the fuel.

Some models only took into consideration the sweeping effect. Such is the case of Harg-
reaves and Collins [114] who brought up the role of grain growth in gas release. According to
them, the amount of fission products accumulated by the moving boundary was proportional
with its velocity. Kogai [181] followed the same idea. On the other hand, Malen [190] has taken
the idea one step further and proposed that all solute within the volume fraction swept by the
mean-size grain during its growth is released to the free volume. Notley et al. [191] extended
the idea of Malen to columnar grain growth. However, except for the model of Hargreaves et
al., they all disregarded the re-solution effect. In addition, they all fail to properly incorporate
boundary motion into the intragranular diffusion equation and artificially separate the two
aspects of grain growth on fission gas release.

In an attempt to include grain boundary sweeping in the intragranular diffusion equation,
Ito et al. [161], Nakajima et al. [189] and Denis et al. [58] have artificially separated the
two processes. Forsberg et al. [12] on the other hand solved the moving-boundary diffusion
equation with a source term to model in-pile release. They accounted for the re-solution effect
by applying a time varying boundary condition. They did not consider, however, the details
of the grain boundary behaviour of the gas atoms.

None of the models treated solute transport processes in a grain-size distribution. This is
an important fabrication parameter that affects release after establishment of the tunnel net-

work at the grain boundaries. Furthermore, Olander and co-workers [30,96] have shown that
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neglecting the grain size-distribution may lead to overpredicted release fractions. Therefore,
they considered a combination of bulk diffusion in a distribution of growing or shrinking grains
and grain boundary diffusion on the macroscopic scale. However, Olander et al. have omitted
the source term in their post-irradiation analysis of trace-irradiated fuel. Furthermore, unlike
Paraschiv et al. [169], the re-solution effect at the grain boundaries has not been included,
and a zero boundary concentration has been applied. In line with Forsberg et al., Paraschiv
and co-workers introduced a time-varying boundary condition containing a correction factor
and derived analytical solutions. Moreover, they included the precursor effect explicitly in the
set of equations. Yet, the kinetics of gas diffusion depended strongly on the correction factor
at the grain boundaries which could vary by three orders of magnitude. In addition, they did

not model the intergranular kinetics of the release process.

3.3 Main challenges for the models

Following the survey of the concepts employed in fission gas release models from the open
literature, I will now discuss their capabilities to account for several important experimental

observations.

3.3.1 The incubation behaviour

As pointed out previously (cf. § 2.11), one generally observes a period of time at the be-
ginning of irradiation during which the release is negligible, typically below 1 %. Vitanza
and co-workers [141] have determined an empirical relationship between the burnup (bu in
MWd/kgUO32) and the peak central temperature (T, in °C) which divides the high (>1%)

and low gas release rods®:
9800

~ In (555)

The data points from which this criterion has been inferred, along with more recent experi-

T, (3.5)

mental points at higher burnup values [192] are depicted in Figure 3.4.

At present there are still difficulties to properly simulate (not only) the onset of the fission
gas release process in LWR fuel rods. This has been underlined in one of the conclusions
drawn from the recent round-robin exercise organised by the IAEA [13]. With regard to fission
gas release it was concluded that “being a highly non-linear process, strongly influenced by
temperature and feedback effects, accurate modelling is difficult over the whole range of release
values from 0 to 100 %. In particular, the region around 1 % is extremely difficult to predict
accurately and this happens to be the most important region above which gas release and
rod internal pressure can run away.” These difficulties are reflected in Fig. 3.5, where the

cumulative released fractions predicted by the 19 codes (cf. Appendix A) are shown versus

#This correlation is also referred to as the empirical Halden threshold.
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Figure 3.4: Original Vitanza criterion for the onset of fission gas release and supporting
data [192].
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the experimental results®. Despite the overall discrepancies, however, it should be emphasised
that some of the codes involved in the exercise have proven more reliable in comparison with
the “average” code. For instance, some versions of the ENIGMA code or the TRANSURANUS
code provided better predictions of the released fractions under certain circumstances. The
diversity of the predictive capabilities among the codes has been attributed in part to the
varying complexity of the models, and partly to the divergence of both the quality as well as
the extensiveness of the data base used for the development and the validation of the models.

The onset of release has generally been ascribed to the saturation process of the grain
boundaries. More specifically, it is interpreted as the time necessary to achieve interconnection
of the intergranular bubbles. I have already underlined the reversible character of this tunnel
formation (cf. p. 32). Accordingly, I will only talk about models considering the kinetics of
the intergranular processes in the following discussion.

The models of Turnbull et al. [92-94] and Olander et al. [95,96] were only applied to very
low burnup fuel because they were based on rapid grain boundary diffusion, hence they are
incompatible with the appearance of grain boundary bubbles and the associated incubation
period.

Several theories for fission gas release [58,107| are derived from the model of White and
Tucker [1]. They consider a particular sequence of bubble formation and interconnection
based on the qualitative description of Tucker [111]. According to this theory, bubbles along
the grain edges can only form after grain face bubbles developed and grow into contact with
as yet unoccupied grain edges, and in turn, bubbles at grain corners can only develop after
successive interlinkage and pinch-off of the grain edge tunnels. As a result, they consider the
interconnection of grain corner bubbles as the rate-controlling step for the onset of fission gas
release. However, this sequence of events is not always valid. It is in contradiction, both with
some experimental data [102] and with theoretical considerations, according to which grain
edge tunnels can form before grain face bubbles are established under certain circumstances.
This is because four-grain junctions are the most favored nucleation sites, three-grain junctions
next most favored followed by two-grain junctions [193,194].

Furthermore, in a more recent model, White [71,116,195] considers non-equilibrium bubbles or
“quasi-crystallites” nucleating with a fixed radius of 0.5 ym and an increasing number density.
However, this is not in line with experimental observations.

Hoffman et al. [176], O’Caroll et al. [179] and Ivanov [180] consider the non-stationary gas
transport through the porous pellet only in the radial direction. Furthermore, while the gas
transport equation embodies the source term associated with the flux of atoms leaving the
grains, their model disregards entirely the coupling with the intragranular module in the other
direction. Finally, they do not touch on the bubble growth or shrinkage. Consequently, their

concepts are inadequate to describe the onset of release.

bWhen you encounter difficulties in predicting a result accurately, try plotting the predictions versus exper-
imental results in a logarithmic plot, or look at the results of others and you will feel much more comfortable...
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In view of the preceding, it seems that the concept proposed by Kogai [181] is the most
appropriate. It enables us to predict the reversible kinetics of the bubble evolution in a
physical way, rather than introducing an effective grain boundary diffusion coefficient [1], or
an effective surface to volume ratio [107]. The separate treatment of single gas atoms and
bubbles at the grain boundaries, and the inclusion of the hydrostatic pressure in the equation
for the bubble evolution also provides an alternative explanation for the “quasi-crystallites”
invoked by White [71]. The constant number density of grain boundary bubbles before the
onset of interlinkage is in accordance with experimental observations [109, 147, 184], while
the constant surface fraction of bubbles after the onset of interlinkage reflects the further
growth of bubbles by coalescence [109,147]. The stochastic nature of the interlinkage process
is accounted for by means of a sigmoidal curve for the permeability of the porous medium
as a function of the surface covered by bubbles. Finally, the approach of Kogai implicitly
assumes that the interconnection of bubbles on the grain faces is the rate-controlling step,
implying that grain edge tunnels are already established when the grain face bubbles start to
interconnect. This is in line with the concepts of Hering [152] and Tayal et al. [155] and is
understandable, both in view of the fact that grain edges are part of a grain face, and because
of the different energy required to form the various types of bubbles as indicated above.

Nevertheless, Kogai’s approach contains restrictions affecting the incubation behaviour.
For instance, the sweeping effect of growing bubbles at the grain boundaries is disregarded.
More importantly, the coupling between the intra- and intergranular kinetics is a one-way
approach, that is, Kogai only accounts for the flux of gas atoms leaving the grains as the
source term for the intergranular module. He disregards the dual impact of the grain boundary

concentration on the intragranular module (cf. § 3.2.2.2).

3.3.2 The release at high burnup

Economics and prudent utilisation of natural resources have provided strong incentives for
extending the average discharge burnup levels of LWR fuel in commercial power plants. Figure
3.4 reveals that there is a possible stronger decrease of the release threshold than predicted by
means of Eq.(3.5) at burnup values between 50 and 60 MWd/kgUOg, which is way in excess
of the burnup range on which the expression was originally based. Similar indications were
reported by Forat et al. [196] and Bagger et al. [197], in contrast with previous experimental
findings in Halden [198].

Several explanations have been put forward for the increased release in high burnup fuel
[14,196,199,200]. At first it has been realised that the thermal conductivity degradation of the
fuel, due to an increasing number of defects and impurities, contributed to an enhancement
of the release.

Several people have advocated the direct and indirect contribution of the so-called “rim

structure”. This structure arises at the outer part of the pellets when the local burnup values
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exceed ~ 65 MWd/kgUQO,, as a result of the resonance capture of epithermal neutrons by U238,
leading to a build-up of Pu?3°. Although the structure is relatively well characterised, there are
still research programs ongoing, aiming at a better understanding of both the development as
well as the consequences of this structure on the fuel behaviour [201-204]. The investigations
revealed a large porosity fraction (up to 15 - 20 %) accompanied by a depletion of Xe in the UOq
matrix. In view of this, two possible consequences on the release were suggested. First, the
rim was assumed to contribute directly to the athermal release [12]. Nevertheless, it appears
to be limited [205], only takes place beyond a local burnup ~ 75 MWd /kgUO2 [206-208], and
depends on the hydrostatic pressure [209]. Second, there is an indirect bearing on the thermal
release, since the porous structure constitutes a thermal barrier at the pellet periphery [154].

Finally, some individuals claimed that the initial open porosity [14], and/or fine grain
edge tunnels appearing above ~ 600 °C and burnup levels above 10 MWd /kgUO; [102], may
promote athermal release.

Ideally, one would need a mechanistic model encompassing the various phenomena enumer-
ated above, in order to assess each contribution properly. However, in view of the complexity
as well as the uncertainties pertaining to some of the phenomena at high burnup, several codes
have introduced a burnup dependent diffusion coefficient [171,173], and /or they considered an
empirical dependence of the athermal released fraction on the burnup [12,108,171,210]. Turn-
bull [192] also proposed the reduction of the re-solution probability at the grain boundaries as
a mechanism to lower the release threshold at high burnup. Yet, there are models that do not
predict release at temperatures below ~ 1200° C, for instance the concepts of Koo et al. [107]
and Kogai [181], hence they can not account for the observed low temperature release at high

burnup.

3.3.3 Burst release

The most prominent feature of the release curves in post-irradiation annealing experiments is
the rapid initial rate followed by a nearly linear (with v/¢) slower rise due to classical diffusion
processes [112,142,143,147,148]. Cooling as well as heating bursts have also been reported in
some in-pile experiments [11,142,145, 148,183, 211].

Various explanations on the mechanisms of this burst release have been proposed. Earlier
experiments conducted by Stevens et al. [142] showed that burst release during annealing
experiments was due to oxygen enriched surface layers in which the mobility of the fission
gases was much higher. Barnes et al. [143] extended this concept. They argued that during
irradiation and heating an oxygen enriched surface layer, if it is heavy enough, separated from
the sample. During an anneal an initial "burst" occurs from this surface layer. Gas is then
released at the normal rate from exposed surfaces of the un-oxidised UOs. However, it has
been found that chemical attack of the surface is not responsible for the burst in UOs post

irradiation anneals and that it is unnecessary to attribute special properties to the surface
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Figure 3.6: Burst release of 8Kr during a stepwise temperature ramp [112]

layer as a result of preferential radiation damage [4].

In-pile experiments by Caroll et al. [144] enabled the isotopic composition of the burst to be
investigated. They observed changes in the isotopic composition which could not be explained
by classical diffusion since a cooling "dip" would be expected. Instead they proposed a defect-
trap model for a heating burst. According to this model, the "burst" can be interpreted as an
increase in the probability of escape of the fission gas atoms from the traps due to an increase
in the temperature. For the cooling burst they have put forward microcracking due to bubble

overpressure.

According to Olander [4], the diffusion-trapping model shows that the initial slope of
the release fraction versus v/t plot is identical to that for simple diffusion in the absence of
trapping. Early release was believed to be due to gas so near to the surface that the probability
of encountering a trap before reaching the surface of the specimen and escaping is very small,
i.e. unperturbed diffusion. Trapping should be evident in the release kinetics only later when
the surface flux arises from gas drawn from deep within the particle. Matzke has put forward
a similar explanation. He presented a system of stages in gas release [16] and ascribed the
fast initial burst to release from gas fortuitously located in some unspecified fast mobility sites
(e.g. in an interstitial position, surface layers, grain boundaries, etc.). The subsequent slow

release was supposed to be affected by trapping as well.

More recent destructive examinations of Walker et al. [109] unveiled important additional
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information regarding fission gas release, in particular for burst release. By comparing the
signals of two different techniques, namely X-ray fluorescence and electron microprobe analysis,
they concluded that a large amount of gas was stored on the grain boundaries. Other crucial
information was obtained from the annealing tests of Une et al. [112]. They analysed the
influence of the temperature and the burnup on the burst release. The critical temperature for
the onset of burst release decreased while the fractional release was enhanced with increasing
burnup. In line with the conclusions drawn by Walker et al., they attributed these observations
in annealing experiments to an increase of the grain boundary inventory. The assessment of
the large fraction of gas released during the initial burst by Une et al., along with the results of
Walker et al. has often been taken as evidence for the overpressurisation of the grain boundary
bubbles.

Rather than considering that burst release was due to the venting of gas accumulated at
the grain boundaries, Cayet [145] explained the increase of the internal gas pressure during a
power drop by the opening of the gap and the cracks where gas, previously released during
the high power operation, was held up and could not be detected. This explanation, however,
does not hold under post-irradiation annealing conditions where pellet-cladding mechanical
interaction is missing. Moreover, Nakamura et al. [211] interpreted burst release during a
power drop as the venting of gas accumulated at the grain boundaries, which is in line with
the observations of Walker et al. and Une et al. . The sudden release was attributed to the
reduction of the thermal stress in the pellet. Pellet-clad mechanical interaction was absent in
view of the large initial fuel-cladding gap (310 pm) and the medium burnup (22 MWd/kgU).

Having located the gas inventory, two main questions remain unanswered. The first ques-
tion relates to the state of the fission gas inventory and has already been touched on in section
3.2.2. Walker and co-workers [109,110, 113] advocated the formation of overpressurised bub-
bles due to a large hydrostatic pressure (cf. section 3.3.4). White neglected the hydrostatic
stress but introduced artificial “quasi-crystallites” [116]. Une et al. on the other hand followed
the idea of Matthews et al. [182] and Charles et al. [183], suggesting that the fission gases
in the grain boundaries not only precipitate in the bubbles, but also dissolve in the grain

boundaries having many defects.

The second question concerns the mechanisms of burst release from the grain boundaries.
The promptness can not be explained by bulk diffusion. Instead bubble interlinkage and
micro-cracking along grain boundaries [14,147,183,195,211,212] have been put forward as the
most plausible mechanisms, although both are characterised by a different time constant.
Micro-cracking due to thermal shocks entails the sudden opening of a fraction of the grain
boundaries and the instantaneous venting of the corresponding fraction of accumulated gas
atoms [151,183]. Ideally, modelling this brittle process would require the knowledge of the
local conditions such as the stress, the temperature, the strain rate, etc. However, most au-

thors accounted for the cracking phenomenon in an empirical manner, given the uncertainties
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pertaining to some of those parameters [152-155].

White [195] modelled burst release by means of bubble interconnection, which corresponds
to a more ductile behaviour. He distinguished grain face from grain edge bubble interlinkage.
The latter causes a partial venting of gas following initial saturation according to an orderly
growth and spillage process of grain face bubbles to grain edges as described above. The grain
face interconnection is assumed to cause the rapid venting at high ramp rates. It is supposed
to occur when the arrival rate of gas at the grain faces causes a rapid bubble growth rate, such
as to prevent the orderly spillage process to grain edges. More precisely, White introduced an
empirical criterion, that is a limit for the growth rate of the grain face bubbles above which
they are supposed to interlink and vent their entire inventory instantaneously. However, it
should be underlined that the bubble growth rate is entirely determined by the arrival rate of
gas atoms at the grain faces according to White. Consequently, the onset of burst release is
implicitly assumed to be controlled by bulk diffusion (and/or grain growth). Obviously, this

does not apply to cooling bursts.

MacDonald et al. [213] adopted a combined approach. They supposed that if the grain
face bubbles grew large enough to touch, they would interlink and vent their content to the
free voidage through the tunnel network when the applied stress is compressive (negative).
Conversely, in the event of a tensile (positive) stress, they supposed grain face separation
caused a burst release of fission products. They did not, however, describe the crucial stress
calculation (cf. § 3.3.4).

Originally, Kogai [212] proposed a similar approach as MacDonald et al. To this end, he
modelled gas release from the grain boundary to the free voidage to take place through a thin
tube connecting both regions. This concept relies on experimental observations indicating
release kinetics proportional with the square of the bubble pressure [186]. Ivanov [180] cor-
roborated the approach more recently, showing that the time constant of gas leakage through
a porous medium matches the experimental time constant.

In the initial model of Kogai, the tube conductivity was determined by the maximum of a
“bubble interlinkage” factor and a “pellet cracking” factor. The first factor was determined
by the areal fraction of the grain boundary covered by the bubbles, while the latter was
proportional with the effective tensile stress. More recently, Kogai [181] accounted for both
phenomena simultaneously since the tube conductivity is governed by the product of two sig-
moidal functions. The first was similar with the former “bubble interlinkage” factor, while
the second function depends on the effective tensile stress exerted on the grain boundary.
His model is thus able to account for both heating and cooling bursts. Unlike the model of
White, the onset of a heating burst will be controlled by rapid grain boundary diffusion, i.e.
by the precipitation of gas atoms dissolved in the grain boundary. Finally, the combination
of interlinkage and cracking seems to be in accordance with the experimental spread of the

burst duration (from one minute to an hour [148]).
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3.3.4 The effect of the hydrostatic pressure

In view of the preceding sections, it comes into view that the proper prediction of gas release is

dependent on the stress distribution in the fuel pellets. The stress has different contributions:

e There can be a mechanical interaction with the cladding due to the combined effects of

the fuel expansion and cladding creep-down;

e The differential thermal expansion in the temperature gradient of the pellets produces

large stresses that cause pellet cracking during the first startup of the reactor;
e Gaseous and solid fission product swelling induce mainly normal stresses;

e Both thermal and irradiation induced creep provide stress relaxation.

The hydrostatic stress is defined in a solid as the average normal stress [178,214]

p =T . R (3.6)

and affects the mechanical equilibrium of gas filled bubbles at grain boundaries, as shown in
Eq.(2.24).
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Figure 3.7: Components of the stress tensor (o) in the cylindrical coordinate sytem.

There are data, both from in-pile and out-of-pile experiments, indicating an important
effect of the hydrostatic stress on the fission gas release and the concomitant gaseous swelling
behaviour [113,186,211,215,216]. In contrast, Tempest and White [217] concluded that there

was no delaying effect on interlinkage from internally pressurizing the rods to 40 atm. White
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therefore disregarded the effect of P, in his model [71], as did Denis et al. [58] and Ito et
al. [161]. Yet, White advocates that the bubble pressure is above the equilibrium pressure
and introduces the “quasi-crystallites”. This concept is based on the idea that there is a
lack of vacancies in the grain boundary, which is in contradiction with the idea that the
grain boundary is a source of vacancies [87,129,216,218]. Moreover, the conclusion drawn
by Tempest and White was due to the range of the hydrostatic pressure applied in their
experiments, which is more than an order of magnitude smaller in comparison with the range

of Py, in the aforementioned experiments (up to 200 MPa).

In line with the general awareness of the importance of Py, [219] most models account for
it, though only in the saturation criterion at the grain boundary [59,169,171]. Consequently,
Py, will merely affect the onset of release and not the release kinetics once the saturation is
achieved. According to Kogai et al. [186] there is also a clear effect of the hydrostatic pressure
on the release kinetics. Therefore he applied an intergranular bubble growth law like Matthews
et al. [220] and Hayns et al. [221]. This formula is derived from the model for void growth
on grain boundaries developed by Speight et al. [218], which has been verified by means of
small angle neutron scattering [222]. Matthews et al. [220], as well as Hayns et al. [221] have
extended the idea of Speight and co-workers by considering gas filled bubbles rather than
voids. To include the presence of gas within the cavity, they simply included the gas pressure

into the chemical potential of the cavity

i _ 096D 2
ot~ 4f (6) pksT

Py + Py — 2—7> k(¢) (3.7)
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where d45 represents the grain boundary thickness ( = 0.5 nm), ng is the vacancy diffusion

coefficient on the grain boundary, {2 corresponds to the U-vacancy volume in the UO2-matrix

(= 4.09 x 10 29m3?), v is the surface tension of the intergranular bubble, 6 is the half-

dihedral angle between the intergranular bubble and the grain boundary ( = 50°), f(0) =

1 — 1.5cos @ + 0.5 cos® @ corresponds to the ratio between a spherical and a lenticular bubble

with the same radius of curvature, and
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where ¢ is the fraction of the grain boundary surface covered by bubbles. Matthews et al. [220]
have compared their results on swelling in nuclear fuel successfully with the experimental data
of Zimmermann [215]. Kashibe and Une [216,223,224], as well as White [225] have confirmed

these findings more recently.
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In addition to the influence of P, on the bubble growth law in Eq. (3.7), Kogai considered

the tube conductivity to be proportional with the sigmoidal curve

10
o
1—exp|— <ﬂ> (3.9)
Oref
where o0,.; represents a reference value, and the effective tensile stress acting on the grain

boundary (oesy) is defined as a function of the hydrostatic pressure and the gas pressure in

the bubble (Py): (Py + ¢Py)
_ (Fh+ oy
Tl T T 1= 9)

As a result, the effect of P, is accounted for twice in the model of Kogai: once in the bubble

(3.10)

growth law (Eq.(3.7)), and a second time in the tube conductivity (Eq.(3.9)), which seems to
be redundant. Moreover, according to Eq.(3.9) the release will also be boosted in the case of

a compressive (negative) stress, which is physically unacceptable.

3.3.5 The effect of the fabrication parameters

The fractional release is dependent, of course, on the fabrication process of the fuel pellets.
The parameters affecting the release directly are the fraction of open porosity along with the
grain and the pore size distributions. The influence of the grain size distribution has already
been touched upon previously (cf. § 2.9 and § 3.2.3).

The open porosity provides an easy escape route for the gas atoms. It is generally accepted
that, at high temperatures, the gas liberation mainly occurs through the interconnected tun-
nels along grain boundaries. At low temperatures such bubbles are absent, hence athermal
release takes place at the open surface unintentionally left after imperfect manufacturing
techniques [13,14,152]. The contribution of as fabricated open porosity is expected to be less
important with increasing burnup because in-pile densification reduces the total porosity and
therefore also the open porosity [152]. Nevertheless, densification may be strongly reduced
at low temperatures [226], hence open porosity could still promote gas liberation during low
power irradiation [13,14].

The initial open porosity fraction is only empirically accounted for in the models for fission
gas release. Either by means of an empirical contribution of athermal release [152,172,210],
either through the equivalent Booth sphere radius [1,173].

Several fuel design parameters have an indirect effect on the release [186]. For example, we
have verified experimentally the influence of the cladding-gap width on the release through the
temperature distribution [227]. Nevertheless, the consequences of these fuel design parameters,
such as the temperature or the hydrostatic stress distribution, are provided as input parameters
for the fission gas release model. Their proper assessment is beyond the scope of the present

investigation.
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3.4 Conclusions

Fission gas release modelling in nuclear fuels has received much interest for several decades.
At present, there is a general consensus regarding the application of the Booth approach with
an effective diffusion coefficient for the intragranular behaviour of fission products. Main
differences among the concepts relate to the behaviour at the grain boundaries as well as to
the coupling between the intra-and intergranular modules.

Despite all the efforts, there is still room for improvement. Two of the most important
issues models should be able to cope with from an industrial point of view are the incubation
behaviour and the burst phenomenon during power variations, especially at high burnup. This
requires a proper description of the release kinetics, both in the grains and along the grain
boundaries. To this end, the recent model of Kogai [181] provides the most appropriate basis.

Nevertheless, some limitations of this model have been highlighted and need to be tackled:

e The bulk diffusion coefficient does not account explicitly for the trapping and re-solution

processes associated with intragranular bubbles.

e There is only a one-way coupling between the intra- and intergranular modules. The
intragranular module disregards the presence of the fission products in grain boundaries

entirely.

e The formalism adopted by Kogai for the grain boundary precipitation underpredicts the

capture rate by an order of magnitude, as will be pointed out later (cf. chapter 5).

e The model for precipitation ignored the contribution of grain boundary bubble sweeping
to bubble growth.

e The influence of the hydrostatic stress on the tube conductivity in the intergranular

module is redundant and physically unacceptable.

e The concept of precipitation and subsequent grain boundary bubble interconnection in
the intergranular module can not reproduce the gas release observed at high burnup and

low temperatures.

e The model does not enable to account for two important fabrication parameters, namely

the grain size distribution and the open porosity fraction.
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Chapter 4

Objectives and outline of the

dissertation

The general objective of this work is to improve the predictive capabilities of the fission
gas release model in fuel performance codes for light water reactors under normal operating
conditions. More precisely, a FGR model must be developed that should be able to cope with
the incubation behaviour, especially with the reduction of the release threshold at high burnup,
as well as with the burst phenomenon during smooth power variations in UO2 fuel. These
objectives can be achieved by means of two complementary contributions; (a) by elucidating
the underlying basic mechanisms, in particular those governing the intergranular behaviour,
and (b) by improving the mathematical description of the FGR process as a whole.

In this first part, it was necessary to review the literature on the fission gas release
mechanisms and the corresponding models. This survey not only underlines the complexity
of the initial situation, it highlights the importance of the intergranular behaviour of fission
products, and, most importantly, it delineates the issues I should address in more detail (cf.
§ 2.13 and § 3.4).

The second part deals with the analysis of basic mechanisms involved in the fission gas

release process at the grain boundaries. In chapter 5, I develop a model for the precipitation of
fission products in a grain boundary, which embodies a variable reaction rate on the precipitate
surface. This enables one to account for modifications of the local fuel chemistry, or to
distinguish between the behaviour of different migrating species.
In chapter 6, I have analysed the role of grain boundary diffusion in fission gas release by two
methods; first by assessing the distance a fission product can migrate in a grain boundary
containing traps of variable efficiency; second by examining experimental data on Xe release
from trace-irradiated UQOs.

The third part of the dissertation reports on the development of an improved model
for fission gas release, and consists of three chapters. Chapter 7 describes the mathematical

concept, which is based on that of Kogai but includes the necessary improvements brought
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up in the analysis of the existing models (cf. § 3.4). Given the importance of the saturation
process at the grain boundaries, I focus my modelling efforts on the intergranular module.
In chapter 8, I discuss the programme implementation together with the choice of the nu-
merical parameters in the model. The determination of the numerical parameters relies on
the Taguchi approach, which provides a limited number of tests with a judicious combination
of all parameters under consideration. The key issue is the reduction of the calculation time
while assuring sufficient precision. Most of my efforts for the implementation are devoted to
the intragranular module, since it is invoked a large number of times and the majority of the
fission gas remains in the grains under normal operating conditions.
The application of the fission gas release model is the subject of chapter 9. Since the model
contains a large number of physical parameters and constants, I start with a sensitivity study.
Subsequently, I compare the model with well qualified experimental data from the open liter-
ature, as well as with the predictions from others.

In the fourth and last part of the thesis, I summarise the main achievements and draw
the conclusions of my investigation. In addition, I enumerate a number of recommendations

for further research, some of which have already been launched.
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Contributions to the description of the
grain boundary behaviour of fission

products
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The overview of mechanisms involved in the fission gas release process in LWR fuel revealed
a number of issues that require further research (cf. § 2.13). In particular, there is a need to
address issues related to the intergranular behaviour of fission gas atoms.

Metallic as well as volatile and gaseous fission product precipitates have been observed
in grain boundaries above certain temperatures and burnup values. In a first step (chapter
5), I have therefore looked at the intergranular precipitation process of fission products. In
a second step (chapter 6), I have evaluated the consequences of the precipitation process on
the contribution of grain boundary diffusion to the venting of inert gas atoms from the fuel

pellets.
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Chapter 5

Modelling the precipitation of fission

products at grain boundaries
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5.1 Introduction

In general, the precipitation at grain boundaries influences the pellet-cladding mechanical
interaction through swelling of the fuel, the amount of volatile fission products vented during
a burst release at high burnup, and it can inhibit the migration of fission products along the
grain faces. Accordingly, the correct prediction of intergranular precipitation constitutes an
important aspect of a fuel behaviour code.

Trapping or precipitation of fission products can occur at different types of traps such as
structural defects, gas filled bubbles and pores, and metallic precipitates. In addition, volatile
fission products such as Cs and I can be immobilised by means of a chemical interaction
with the fuel (e.g. uranates) or with other fission products (e.g. Csl). As a result, the
precipitation or trapping of fission products is dependent on the temperature and burnup
[99-104], on the species under consideration [52,93,103,105], on stoichiometry deviations and
additives [45,106], as well as on the “geometrical” parameters such as the number density
and the size of the trapping centers. The influence of these parameters on the precipitation
rate is generally embodied in a rate coefficient (k), since the reactions of point defects with
traps are usually described in terms of phenomenological rate equations of chemical kinetics.
At present, several diffusion-controlled reaction rate coefficients are in use, derived basically
from the Smoluchowsky theory of coagulation [56,181,228]. In these models, the traps are
considered to be isolated, that is they are not affected by the presence of each other. The
mean field approach [229-231] considers the traps to be isolated particles as well, though in
addition it accounts for a source term under continuous irradiation conditions. For higher
trap concentrations, the diffusion field surrounding a trap will become disturbed by those of
neighbouring traps. In order to account for competition between neighbouring traps, Ham
[232, 233] proposed the cell-model without source term and Wood [234] used the modified
effective medium approach in two dimensions developed earlier by Brailsford et al. [235,236]
in three dimensions. However, the models for the precipitation of volatile fission products,
and those describing void formation by accumulation of vacancies, considered the traps to
be perfect absorbers or black spheres. Accordingly, they do not enable us to account for the
variable efficiency of the traps at trapping fission products impinging on their surface (k;n)
which can result from the variation of the temperature, the stoichiometry, the composition
etc. as indicated above.

The objective of the present chapter is twofold. First, I develop a model for intergranular
precipitation of fission products which accounts for the variable trap efficiency, in addition
to the overlapping diffusion fields or competition between traps, and the source term under
continuous irradiation conditions. The second objective consists in analysing the effect of
these parameters on the precipitation rate in grain boundaries according to different theories.
To this end, I have extended several models from the open literature in order to account for

the variable efficiency of the traps at holding fission products impinging on their surface. I
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start by introducing assumptions in order to simplify the mathematical problem at hand. In
the following section I present several theories for the rate-theory representation of fission
product precipitation in a grain boundary. Subsequently I compare the predictions of the
models in steady-state or quasi steady-state conditions and assess the influence of the various
parameters involved. Furthermore I will establish interrelationships among the models and

discuss their limitations and range of validity.

5.2 Preliminary assumptions

In the present analysis I disregard the creation or nucleation of the traps. The presence of sinks
implies that the precipitation is diffusion-controlled rather than governed by the possibility of

an encounter of two or more fission products [68].

As indicated above, I consider traps in a more general sense. For instance, sinks could cor-
respond to intergranular bubbles and metallic precipitates appearing after a short irradiation
time [109-111], as well as defects, e.g. those created by fission fragments. The latter idea is in
accordance with the experimental observations on intragranular bubble nucleation in the wake
of fission products [237], and with the idea of Khoruzhii et al. [122] about a new retardation
force on grain growth in trace irradiated UOgy due to inclusions in grain boundaries generated

when fission tracks intercept the grain face.

The grain boundary traps are assumed to be immobile [71,135], in other words I consider
the velocity of the traps to be negligible with respect to the velocity of the fission products.
I further adopt a quasi-stationary approach for their growth, that is I presume their size to

remain constant during a certain time step.

Each trap is assumed to be circular, corresponding, for example, to the intersection of a
lenticular grain boundary bubble with the grain face. I further suppose that all the traps are
equi-sized with radius Ry in the plane of the grain boundary, as was indicated for gas-filled
bubbles in UOgy by Tucker [111,238,239].

The fission products arrive at the grain boundary uniformly. A fraction, equal to the
fraction of the grain boundary surface occupied by the traps (¢), is directly captured by the
traps. The other fraction is dissolved in the grain boundary layer and can be trapped when
they impinge on a trap while migrating along the grain boundary. Long-range interaction
potentials, appropriate to ionic reactants because of the charge effects, are indirectly accounted
for in our investigation by considering a variable effective trapping radius [228,230, 231].

Finally, I assume that grain boundary traps exist as separate entities, i.e. they do not
interconnect, which implies that ¢ is limited to the order of 40% (e.g. [240]). Nevertheless, I
have extended the calculations for cases were grain faces are almost entirely covered by traps

in order to analyse the validity of some approaches.
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5.3 The intrinsic reaction rate at the trap surface

The boundary condition for the fission product concentration at the intergranular trap surface
(Cgpy (Rir,t)) is determined by the intrinsic rate coefficient k;y,, that is the reaction rate when
the migrating species and the traps are in contact. In the event of an infinite intrinsic reaction
rate, the absorption of the fission product on collision with a trap occurs instantaneously.
Under those circumstances the Smoluchowsky boundary condition (SBC) [229,241,242], some-

times referred to as the black-sphere approximation [228], applies:

Coybw (R¢r,t) = 0. (5.1)

In the case of a finite intrinsic reaction rate one obtains the so-called radiation boundary
condition (RBC), corresponding to a partial reflection of the particle flux from the reaction
surface [228,229,241-243]

T - 7dS = 2tRy Dy, 9Cgmm (R, 1)

— = kinCypy (Rir,t), (5.2)
trap OR Ry -

where k;,, is the intrinsic rate coefficient on the trap surface and k;n = kin/2mDgyy is defined as
the dimensionless intrinsic rate coefficient on the trap surface. This boundary condition was
introduced in the theoretical treatment of the kinetics of diffusion-limited reactions [243] and
has been applied to fluorescence quenching [229] and Frenkel defect recombination in ionic
solids [228], as well as to the void-point defect interactions in nuclear fuel [235,241,244]. The
RBC enables us to assess the influence of the so-called saturation of the intrinsic capture rate
on the global capture rate coefficient (k). Such a reduction of k;n could result, for instance,
from a lack of vacancies to accommodate the fission gases in a grain boundary bubble or from
a temperature variation which in turn can affect the reaction rate of a chemically active fission

product with the trap.

Most fission product release models account also for the fact that a fraction of the atoms
precipitated or accumulated in the intergranular traps can be re-dissolved into the adjacent
grains by interaction with a fission fragment, referred to as irradiation induced re-solution
[67,70,245]. This phenomenon constitutes an essential element in the boundary condition
for the transport of the fission products within the grains. However, the irradiation induced
re-solution has no direct influence on the reaction rate between the grain boundary traps and
the fission products migrating along the grain faces, that is on the boundary conditions of the
trap surface. Consequently it will not be considered in the present study directly. However,
the effect of the re-solution process is indirectly accounted for, since it affects the trap (bubble)

size which is taken as a variable parameter in the following analysis.
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5.4 Models for the precipitation rate coefficient

In general, reactions of point defects or fission products with traps are described in terms of
chemical rate equations. For this purpose, a rate coefficient (k) is required for each fission
product involved. In the following, I will derive a relationship for the capture rate coefficient or
the trap strength as a function of the geometrical parameters of the trapping centra, the grain
boundary diffusion coefficient of the fission products (Dgp) and the efficiency of the traps at

trapping fission products impinging on their surface (k;n), according to different approaches.

5.4.1 The Smoluchowsky approach

For the description of diffusion-controlled reactions, many rate coefficients are derived basically
from the Smoluchowsky theory of coagulation in which only one sink species is assumed
with such a low concentration that the diffusion field surrounding a trap is not disturbed
by the diffusion fields of neighbouring traps [56,228,229,241,242]. This approach is therefore
equivalent to the isolated particle approximation mentioned by Ham [232,233] for precipitation

of point defects on dislocations.

The Smoluchowsky formalism has been applied successfully to photochemistry [246] and
diffusion-influenced fluorescence quenching [229], which is characterised by the kinetic scheme
A* + B — A+ B where A*is an excited state of A and B is a quencher acting like an
indestructible trap. The model is exact when the diffusion coefficient of A* approaches zero
and the B’s do not interact with each other [229]. Accordingly, this approach is expected to
be poor for the problem of absorption of a diffusing particle by static traps, especially at high

trap densities where overlapping diffusion fields become important.

Rather than using the concentration of fission products dissolved in the grain boundary,
the correlation derived from the Smoluchowsky theory considers the distribution function of
the fission products U (R, t) [56,228,229,241]. The distribution function is a solution of the

Smoluchowsky equation:
oU (R,t)
ot

The partial differential equation is subject to the uniform initial condition U (R,0) = 1, and to

= Dy AU (R, ). (5.3)

the SBC or RBC at the reaction surface, while the distribution function (concentration) should
remain finite at large distances from the trap. The time dependent (global) rate coefficient is

obtained by integrating the normal component of the flux over the surface of the trap [229,241]

k(t) = D VUdA. (5.4)
trap

Following this procedure, I obtain the time dependent rate coefficient for intergranular trap-
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ping (cf. Appendix B.1):
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F (/\kn) - [ARtrjl (ARyr) + ki Jo (ARtr)] + [ARt,yl (ARy) + k) Yo (/\RtT)] . (5.6)

When the boundary condition at Ry reduces to Eq. (5.1), this simplifies to the expression
obtained by Szabo [229]:

8D b 00 e*ngAzt d\
k(t) = —2 - = ‘
0= /0 F(O) A (5.7)
where
F(A) =J5 (ARy) + Y5 (ARy) (5.8)

5.4.2 The mean field approach

Alike the previous model, the mean field approach (MFA) corresponds to the isolated particle
approximation subject to the condition that the concentration reaches a constant bulk value
(Chuir) at large distances from the trap [229-231]. In the mean field approximation, one
assumes that the deviation from the bulk value, C (R) = C (R) — Cpyi, satisfies

Dy ASC (R) = kyyCyy6C (R) (5.9)

where Cy. represents the number of intergranular traps per unit of grain boundary surface
and kss = limy_,o0 k (t) is the steady-state rate coefficient. This equation is solved subject to
either Eq. (5.1) or Eq. (5.2). The steady-state rate coefficient is then equated to the flux at
contact, divided by Cpy and multiplied by the trap density Cy.. Since C (R) is a function of
kss, this procedure leads to an implicit equation for klss = kss/2mDgp which is characteristic

for the mean field approximation (cf. Appendix B.2)

) Ko /2K, 0K (V/2H,,9)
VKB (VERLS) + Ko (v2Ked)

!
88

(5.10)

where ¢ = Cy, mR2. represents the fraction of the grain boundary covered by the traps. Taking
the limit for k;n — 00, corresponding to perfect trap conditions, I obtain the same result as

found previously by Szabo [229]. Taking the limit for ¢ — 0 and making use of the modified
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effective medium

continuity

sink free region

SBC or RBC

Figure 5.1: Schematic representation of the effective medium model

Bessel function’s properties [247] I obtain

!

LYY Fin : (5.11)
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The mean field approach can be shown to be equivalent with the embedding procedure of
Brailsford et al. [235,244] which is derived from the rate theory formulation for point defect
sink strengths and assumes a steady-state condition as well. In this model, the discrete random
array of traps is approximated by an equivalent homogeneous medium. The latter must be
such that if we excavate from it a spherical surface of radius Rgr and replace it by an equal
surface comprised of a spherical shell of a trap free zone surrounding just one inclusion, then
the macroscopic properties of the composite thus formed must be the same as those of the
medium itself. This is schematically represented in Fig. 5.1. The trap strength is obtained by

solving the following coupled system of differential equations

(5.12)

DAC+S5=0 Ry <R < Rgp
DAC+ S+ S —ksCCy, =0 R > Rsp

subject to the boundary condition (5.1) or (5.2) on the trap surface, and where S€ represents
the point defect emission rate from all traps. They derive the net flux of point defects to the
central trap and this must equal the net loss rate per sink in the medium. When the trap is
directly embedded in the effective medium, in other words, when omitting the trap free region

surrounding the trap (Rsrp = Ry, ), the equation governing the fission product concentration
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in the homogeneous medium becomes equivalent to Eq.(5.9) since we have

. S + 5S¢
Aim O (R) = Coun = -7

(5.13)

at large distances from the trap surface.

The embedding procedure is only strictly appropriate when the traps are randomly dis-
tributed, although it has been judiciously modified to encompass even regular arrays of traps
in a perfect lattice [236]. Wood and co-workers [220,234] have applied this modified effective
medium (MEM) approximation to grain boundary bubble swelling. Their model is closely
related to the treatment of Speight et al. [218] to void growth on grain boundaries and has
been verified by Yang et al. [222] by means of small angle neutron scattering.

Unlike the model derived from the Smoluchowsky theory indicated above, the mean field
approach accounts for a source term under continuous irradiation conditions. Nevertheless,
the steady-state rate coefficient obtained with the effective medium procedure can be shown to
be equivalent to the quasi-steady-state approximation obtained with modified Smoluchowsky
equations [56] in spherical geometry, provided the same boundary conditions are applied at the
trap surface. In view of the equivalence of the MFA with the Smoluchowsky approach [229]
and the effective medium approximation mentioned above, I will only present the MFA results.
In addition, the rate coefficient derived from the MFA can be expressed as a function of the

dimensionless quantities ¢ and k;n

5.4.3 The cell model without source term

The cell model is based on the work of Ham [232]. I assume the presence of a regular array
of traps with a number density Cy., in accordance with the computations of Tucker for gas
filled bubbles [111,238,239] who indicated that a random array of freshly nucleated bubbles
will begin to spread out into a more uniform distribution as they grow. Fixman [248] and
Wood [234] have shown that this entails a larger global trapping rate in comparison with an
irregular distribution of the traps. Given the symmetry of the trap distribution on the grain
face, I assume that the same property holds for the concentration profile. A unit cell, or
capture surface, surrounding each sphere is then defined as the portion of the surface that can
be associated with each circular trap. The entire surface is divided into CY, identical polyhedra
or cells each containing one trap at its centre in order to reproduce (on average basis) the
system of surface plus traps (cf. Fig. 3.2 p. 43). For ease of computation it is convenient
to approximate each polyhedron by a circle with a radius chosen to satisfy the requirement
that the Cy. cells occupy the entire surface. Thus each trap or bubble can be considered to

be isolated (Wigner-Seitz approach [249]) in a circular zone of radius R defined by

CymR2 =1 (5.14)
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concentration gradient = 0

Wigner-Seitz cell

SBC or RBC

Figure 5.2: Schematic representation of the cell model

(cf. Fig. 5.2), or an equivalent square cell with the same size s> = mR? (cf. Fig. 3.2). As
a result of the symmetry of the concentration profile, the normal component of its gradient
vanishes on this surface, or equivalently, an equal number of fission products crosses the cell

border in each direction.

I further assume that the concentration satisfies the time-dependent diffusion equation

Cp0 (R, 1
% — Dy ACyp (R, 1) (5.15)

at all points of the grain face (Ry < R < Ry) and I consider a uniform initial distribution
of the fission products (Cgpy (R,t =0) = 6). These circumstances correspond to a post-
irradiation annealing situation, where the initial state could result from a very low temperature
irradiation such as to immobilise the fission products. The reaction is subsequently resumed
at temperatures high enough to allow intergranular diffusion to be operative but low enough
so that the fission products in the adjacent grains may be considered to be immobile. This is
plausible in the light of the general accepted idea that the activation energy for intragranular

diffusion is higher in comparison with the activation energy for intergranular diffusion [83].

The solution to the diffusion equation governing the concentration profile in each cell in

case of radiation boundary conditions can be expressed as follows (cf. Appendix B.3):

Copo (R, t) = —7k; ei M e~ DapAnt (5.16)
e T F (A, k) ’

) Vin
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where
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F (ki) = — (R +KZ),  (518)
where A, are the positive roots of a transcendental equation involving Bessel functions of the

first and second kind:

[AnRtrJI ()\nRtr) + k;nJO (AnRtr)] Yl ()\nRs)

= [MBuYi (aRer) + KinYo (nBir) | Ji (AnR) (5.19)

Taking the limit for k;n — 00, that is when the perfect trap boundary condition applies at
Ryy, I obtain the same result as obtained by Ham [233].

Integrating the diffusion equation (5.15) from Ry to Rs and dividing by the surface
7 (R2 — R?,), I obtain a balance equation which defines the (global) rate coefficient k (t)

dC g —
— 2 =~k () CurCop, (5.20)

where
2 R

Cow = =55 Cg (R,t) RAR 5.21
W TR Jy, Y o2

corresponds to the spatially averaged concentration of the diffusing fission products due to
the reaction with the trap species characterised by a number density Ci.. Inserting (5.16)
in (5.21) and taking the derivative with respect to time one obtains the time dependent rate

coeflicient ,
oo e~ DgpAnt
k(t) = Db 2on1 F(An ki)

—DgAEt

— 5.22
Ctr (e <] e ( )
2ni1 X2 F(An k,,)

In the quasi steady-state, k(t) reduces to a time-independent value (k) which is determined
by the smallest eigenvalue of (5.19), also referred to as the first harmonic or fundamental
mode:

(5.23)
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5.4.4 The cell model with source term

The assumptions are similar to those of the previous model if it isn’t for the continuous
irradiation conditions. This will enable me to assess the effect of a source term on the correction
factor to be applied to the rate coefficient, as suggested by Gosele in a three dimensional
spherical geometry [241].

Under continuous irradiation conditions, the right-hand side of the diffusion equation (5.15)
in the cell contains a source term, S, corresponding to the number of fission products arriving
at the grain face per unit of surface and time (um~2s~!). The initial concentration is taken
to be zero (Cgpy (R,t = 0) = 0). When the radiation boundary condition applies at the trap

surface, the solution to this problem can be written in the form (cf. Appendix B.4):

o S s ! ! -D )\Zt
Cam (Rst) = Coo (R) = 1 ; [ (Ans ki) © (An ki, B) | P00, (5.24)
where
C (R):i (R}, — R*) + R%In = 2—|—i(R2—R2) (5.25)
o0 4ng tr ] Rtr k;n s tr .

represents the stationary concentration profile, C(/\n,k;n,R) is given by Eq. (5.17), A, are
the positive roots of Eq. (5.19), and

1 R, [AnRtrYI (AnRtr) + k;nYO ()‘nRtT):| 9 ]g’
n) = ; ~R2- i (5.26)
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where F ()\n, k;n) is given by Eq. (5.18).
The time dependent rate coefficient can be inferred from the integrated diffusion equation

in a similar way as before:

dC ope -
hence
) Dy, | (B RE)+ Ak, S W, (,\n, k;n) o~ DgpA2t o
H= 7 ; 5.28
CtT‘ % (R? - thr) 600 + 4k;n Z;.),ozl We—ngA%t
where
Coo= 52 [(R2—3R2)+ 2 (R2—R2)]+iln<&)2 (5.29)
oo 8ng tr s k;n S tr (Rg _ thr) Rtr .

corresponds to the average concentration in steady-state conditions. The steady-state rate

coefficient, denoted by ks, is obtained from the long-time limit of the time-dependent rate
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coeflicient
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Taking the limit of ks for k;n — o0, corresponding to a Smoluchowsky boundary condition

at Ry, I obtain the result of the modified effective medium approach [234].

5.4.5 The model of Kogai

The formulation for grain boundary gas precipitation used by Kogai [181] in his fission gas
release model is derived from the Smoluchowsky theory in quasi steady-state conditions in a
spherical three dimensional geometry (k). The corresponding sink strength in the case of a

Smoluchowsky boundary condition on the bubble surface can be written as [228,241]:
kqs = 4m Ry Dy, (5.31)

In order to obtain the correct dimensions (um?/s) for the global precipitation coefficient,
this rate coefficient has been divided by the distance separating two traps (cf. Fig. 3.2),
s = y/mR2. As a result one obtains the following expression for the trapping rate coefficient:

Rtr

kqs = 4mDgp
s

= 4/mD g/ ¢. (5.32)

5.5 Results and discussion

The comparison of the different models for the (global) capture rate coefficient or the sink
strength is performed in terms of the dimensionless rate coefficient k' = k /2w Dgp in steady-
state (k' = k,,) or quasi steady-state (kK = k;s) conditions. (The results are therefore in-
dependent of the grain boundary diffusion coefficient for fission products, which is not well
characterised at present). In the event of a regular array of traps with Smoluchowsky bound-
ary conditions, it can be shown that the second smallest root (A1) of equation (5.19) is always
larger than 3)\¢ when ¢ ranges between 1% and 99% (cf. Fig. 6.5). Consequently, it suffices
to describe the system with a single term in the cell model, except during an initial transient
of duration roughly 79 = 1/ng)\(2). The amount of precipitate associated with the initial
transient is only significant when the traps are not small or when the initial distribution is
not uniform [232,243]. Whenever the transient is important, the precipitation rate can still
be calculated by using the complete analytical solution provided in sections 5.4.3 and 5.4.4

for a regular array of traps, or by neglecting the competition between adjacent traps. In the
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latter case, the flux is evaluated as if each particle were isolated in an infinite medium. The
precipitation rate will be correct for small values of time, when competition is unimportant,
though it will be overestimated as the time increases. For large values of the time, when
the isolated particle approximation for the precipitation rate exceeds the value given by the

(quasi) steady-state solution, the latter forms an excellent approximation.

5.5.1 The effect of the size and concentration of traps

When the traps operate as perfect absorbers, the dimensionless rate coefficient under steady-
state or quasi-steady-state conditions can be expressed as a function of a single parameter,
namely the fraction of the grain boundary surface occupied by the traps (¢ = CymwR2,).
The sensitivity of k' to ¢, computed by means of the models described above, is depicted
in Fig. 5.3. The sink surface fraction ranges from 1% to 99% which covers a wide range of
experimental values (in practice ¢ will be limited to the order of 50%). The figure reveals
the limited rate coefficient along with a limited variation of k" with ¢ according to the mean
field approach in comparison with the cell models. This reflects the neglect of the overlapping
diffusion fields or the competition between traps in the MFA as observed earlier [241] in three
dimensions. Similar conclusions hold for the Smoluchowsky theory in the case of trapping of
point defects by immobile traps, whereas Szabo [229] indicated that this theory constitutes
an exact solution in the quenching problems where traps are mobile and do not interact with
one another.

Fig. 5.3 also features the much lower capture rate coefficient resulting from the expression
used in the model of Kogai in comparison with the other models, even for small values of ¢.
The reason for the much lower values is two-fold. The first reason stems from the geometrical
effect for the approximation used by Kogai is only valid in three dimensions with spherical
traps whereas the other approximations were derived in a two-dimensional geometry. The
rate for migrating fission products to be trapped is much larger in the latter case in view of
the reduced number of degrees of freedom. Second, the model of Kogai is derived from the
Smoluchowsky theory which is equivalent to the isolated particle approximation. As a result,
the discrepancy increases as the fraction of the grain boundary surface occupied by the traps
is raised. The cell models will tend to co in the limit for ¢ —100% unlike the models based on
the isolated particle approximation. On the other hand, the results of all the two-dimensional
models should be identical for very small values of ¢, though this is not shown in the plot

because of the limited range for ¢.

5.5.2 The source term effect

The influence of the continuous irradiation conditions can be inferred from Fig. 5.3, by com-
paring the results of the cell models with (CM2) and without source term (CM1). The effect is

negligible in comparison with the effect of the overlapping diffusion fields, in accordance with
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Figure 5.3: Dimensionless capture rate coeflicient (k') in case of perfectly absorbing traps as
a function of the fraction of the grain boundary surface occupied by the traps (¢), according
to the cell model without source term (CM1), the cell model with source term (CM2), the
mean field approach (MFA), the model of Kogai (KOG)

observations in three dimensions [241]. One would expect a difference based on the following:
in the case of annealing conditions, the point defects very close to the trap are captured dur-
ing an initial transient, that is where not only the lowest eigenfunction in the series solution
of the cell model (Eq. (5.16)) contributes to the precipitation rate. After some time, the
precipitation rate will be reduced and only the first harmonic remains in accordance with Eq.
(5.23). However, in the event of continuous irradiation, new point defects will be generated
in the vicinity of the trap surface, entailing a faster reaction rate. Nevertheless, the difference
between CM1 and CM2 is insignificant because both curves rely on almost the same diffusion
problem in two dimensions. In view of this, and because the cell model including the source
term is more representative than that without source term for in-pile conditions, only the

results of the former will be presented in the following.

5.5.3 The effect of the intrinsic reaction rate coefficient

If a reaction barrier at the surface of the traps is taken into account, the dimensionless rate
coefficient depends both on the intrinsic reaction rate at the trap surface (k;n) and on the trap
surface fraction (¢). According to the model of Kogai, k' is not dependent on k;n hence his
model has not been included in the comparison of the models under radiation boundary con-
ditions. The dimensionless capture rate coefficient, computed by means of the other models,

is depicted in Figs. 5.4 and 5.5 as a function of ¢, where the bubble surface fraction ranges
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Figure 5.4: Dimensionless capture rate coefficient (k') in case of radiation boundary conditions
at the trap surface as a function of the fraction of the grain boundary surface occupied by the
traps (¢), according to the cell model with source term (CM2)

from 1% to 99%, for three different values of k. The range of k;_ from 1072 to 10" suffices

to assess the sensitivity of the dimensionless rate coefficient to this parameter. Indeed, for

!

k.

., = 1073 the dimensionless rate coefficient in Figs. 5.4 and 5.5 almost converged to the cor-

responding limiting case of the Smoluchowsky boundary condition in Fig. 5.3. At decreasing
values of the intrinsic rate coefficient, though with k;n >1, the rate coefficient becomes less
sensitive to variations of ¢ according to all the models, especially at values of ¢ >50%. The
reason for this reduced sensitivity stems from the role played by intergranular traps, decreas-
ing as the intrinsic rate coefficient decreases.

From Figs. 5.4 and 5.5 it also comes into view that the capture rate coefficient will be un-
derpredicted by the mean field approach for large values of ¢ and for all values of k;n, in
accordance with the results under perfect trap conditions. This reflects the equivalence with

the isolated particle approximation.

The sensitivity of & to k;n is depicted in Figs. 5.6 and 5.7 for three different values of ¢.
It is obvious that a reduction of the intrinsic capture rate coefficient at the trap surfaces will
entail a reduction of the global capture rate coefficient. However, from Figs. 5.6 and 5.7 there
appears to be a critical value for the influence of k;n (namely k;n ~ 1) especially for values of
¢ <50% which is of most practical interest. At values of k;n <1, the influence of k;n on the
capture rate coefficient is more pronounced and the sensitivity of k' to ¢ is independent of
i

i, entailing parallel curves in Figs. 5.4 and 5.5. Physically this corresponds to the regime

where the precipitation of fission products is limited by the intrinsic reaction-rate between the
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Figure 5.5: Dimensionless capture rate coefficient (k') in case of radiation boundary conditions
at the trap surface as a function of the fraction of the grain boundary surface occupied by the
traps (¢), according to the mean field approach (MFA)

Figure 5.6: Dimensionless capture rate coefficient (k:') in case of radiation boundary conditions
at the trap surface as a function of the dimensionless intrinsic rate coeflicient at the trap surface
(k;,), according to the cell model with source term (CM2)
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Figure 5.7: Dimensionless capture rate coefficient (k') in case of radiation boundary conditions
at the trap surface as a function of the dimensionless intrinsic rate coeflicient at the trap surface
(k;,), according to the mean field approach (MFA)

fission product and the precipitate rather than diffusion controlled. This is also reflected in
Figs. 5.6 and 5.7 for all the models, where k' becomes proportional to k;n Such small values
of k;n could result for instance from a temperature variation in the case of a chemical active
fission product, or from a lack of vacancies in grain boundary bubbles to accommodate fission
gases [113,146], or it could be related to thermal re-solution of volatile fission products from
gas-filled bubbles [71,250]. Nevertheless, the latter approach is rather controversial [18,129]
since it conflicts with the long-held assumption that volatile fission products, in particular

inert gases, are essentially insoluble in UQ,.

For values of k;n >1, the relative change of the rate coefficient is almost independent of
the relative change of the intrinsic capture rate coefficient (cf. Figs. 5.4 to 5.7) except when
¢ >50%. In present day models for fission gas release [1,71,181], the intrinsic reaction rate
coefficient for intergranular bubbles is taken to be infinite, that is they consider Smoluchowsky
boundary conditions. In practice, the intrinsic rate coefficient for different fission products
and intergranular traps is unknown. However, it seems reasonable to assume that k;n > 1
for several fission products (e.g. noble gases, metallic fission products), given the negligible
solubility and the observation of metallic precipitates associated with gas-filled bubbles at
grain boundaries [109-111]. Accordingly, it seems well justified to apply the Smoluchowsky
boundary conditions, for instance in the model of Matthews and Wood [220], under stationary
conditions for inert gases. In addition, the relative insensitivity of & to k;, for k; >1 could

explain the similar global precipitation rate at grain boundaries of several fission products.
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For instance, Walker et al. [L04] found that similar amounts of Xe and Cs were precipitated
in the grain boundary gas bubbles of UOy fuel above 1573 K, although dissimilarities would

be expected from the differences in charge, ionic radius and solubility.

5.6 Summary and conclusions

I have developed a model for precipitation of fission products in a grain boundary which
embodies the variable efficiency of the traps at trapping fission products impinging on their
surface (ki ), in addition to the overlapping diffusion fields between traps and the source term
under continuous irradiation conditions [251]. The variable intrinsic reaction rate enables me
to account for modifications of the local fuel chemistry or to distinguish between the behaviour
of different migrating species.

The effect of the various parameters, especially k;,,,

on the intergranular precipitation rate
has been assessed according to different approaches. Results in steady-state or quasi-steady-
state conditions reveal that models derived from the Smoluchowsky theory of coagulation, the
mean field approach and the effective medium approximation are only accurate when the trap
concentration is very low since they neglect the competition between neighbouring traps. The
formalism adopted by Kogai in a fission gas release model is based on the Smoluchowsky theory
in a three dimensional spherical geometry and underpredicts the capture rate by an order of
magnitude. In addition, it does not enable to account for variations of the intrinsic reaction
rate. The cell model including a source term appears to provide an appropriate expression for
the capture rate coefficient (k), for it embodies all the variable parameters indicated above
and it can be applied to non-stationary conditions as well.

There appears to be a critical value for the influence of k;n (namely k;n ~1) on k, especially
for fractions of the grain boundary surface occupied by traps (¢) below ~50 %, which is of most
practical interest. At values for k;n in excess of 1, which is believed to be representative for
inert gases, the influence of k;n on the precipitation rate coefficient k' is reduced significantly.
This is beneficial given the uncertainty pertaining to this parameter. In addition, it justifies
the assumption of an infinite intrinsic reaction rate coefficient for intergranular bubbles in
fission gas release models and it could explain the similar behaviour of different species for
which k;n >1. Nevertheless, experimental work and/or molecular dynamics calculations are

required in order to acquire quantitative information about k;,.
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6.1 Introduction

Grain boundary diffusion is the most commonly observed route for impurity migration in
polycrystalline metals [46,83]. In nuclear fuels, the same process is believed to assist transport
of oxygen [89], burnable poisons [90], and plutonium [91,252]. In a similar way, Turnbull
and co-workers [92-94| have considered grain boundary diffusion in their analysis of in-pile
release of volatile fission products (Te, I) in trace-irradiated UOs fuels. Olander and co-
workers [95, 96, 105] followed the same idea in their post-irradiation analysis of low burnup
UO; samples, as did Akabori et al. [97] for Cs release in ThO;3. In both investigations, the
grain boundary was considered to be a high-diffusivity pathway for the release of the fission
products on the scale of the pellet.

The inert fission gases Xe and Kr present a more confused picture. Out-of-pile annealing
experiments with UO, samples, irradiated until a burnup in the range of 1078% - 1072%,
indicated larger Xe release fractions in fine-grained specimens in comparison with the single-
crystal samples [60]. In contrast, in-pile release experiments at 0.1% burnup showed that Xe
was more mobile in single-crystal UO3 than in polycrystalline material [144]. This observation
was attributed to natural traps for fission gas atoms in the grain boundary; intergranular
bubble formation was not reported. On the basis of similar in-pile tests, Turnbull and Friskney
[93] excluded Xe from the group of volatile fission products whose release is aided by grain
boundary diffusion. They observed no difference in the release-to-birth rate ratio between
single-crystal and polycrystalline UOy specimens. Rather than acting as traps, Turnbull et
al. considered this observation to mean that the grain boundaries in UQO offered the same
mobility to fission gases as the lattice of the grains.

Although I know of no experimental evidence that demonstrates enhanced release due
to diffusion of Xe in the grain boundaries of UO2, numerous sources have claimed that the
grain boundaries are high-diffusivity pathways, even in the absence of interlinked porosity.
This belief is - in part at least - due to the pervasive and persistent influence of Booth’s
model [158,159], in which fission gas release is completely controlled by intragranular diffusion
in an "equivalent sphere". The physical entity often associated with Booth’s equivalent sphere
is the grain. This assignment of the rate-controlling step to intragranular diffusion then
requires that the grain boundaries offer no resistance to Xe transport to free surfaces. This
picture is often justified by the common observation that fission gas release decreases as grain
size increases. While this effect is clearly consistent with the Booth model, it is no proof of
the model. For example, the same behavior would occur if intragranular diffusion were rapid
and the release process were controlled entirely by diffusion in the grain boundaries (because
larger grain size reduces the number of grain boundaries available for solute transport).

An example of the implicit assumption of rapid grain boundary transport can be found
in Ref. [253], in which release from the grains is equated to release from the fuel. Another

example is the VICTORIA code [254], which treats release from the grains as tantamount to
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release to natural internal porosity (not the kind produced by interlinked gas bubbles on grain
boundaries). Olander [95] modeled transport in polycrystalline UO2 of solute species with
known lattice/grain boundary segregation coefficients and subsequently [96] included grain
growth and a distribution of grain sizes. The models were applied to all freely migrating
solute atoms confined to grain boundaries. The error in these papers was to overlook the
dissimilar behaviour of the different species, in particular, to consider fission gases to represent
this class of solute. Guérin et al. [98] claim to have experimental evidence of long-range grain
boundary diffusion of fission gas in the U-rich oxide component of MOX fuel. This assertion
is based on the lower-than-expected gas content of the central portions of PWR rods, without
visible precipitation of intergranular bubbles. Although plausible, this explanation is only a
hypothesis, not a mechanistic demonstration. The justification given by Guérin et al. is based
on the known higher cation grain boundary diffusion coefficient in mixed oxide compared to
UOs. However, this fact cannot be transferred to electrically neutral gas species for the same
reason that Te, I, and Cs intergranular mobility is not reflected by Xe.

Most present day models for fission product release in high burnup UO2 disregard grain
boundary diffusion entirely [1,7,58,59,71,107,108]. They assume that fission gas atoms arriving
at the grain boundaries precipitate into bubbles until interlinkage occurs, entailing the opening
of the tunnel network along the grain edges and the venting of the bubbles. Their conjecture
is mainly based on the observed incubation behaviour (cf. § 3.3.1), and on the presence of
grain boundary bubbles in high burnup fuel [109-113] which seems to be inconsistent with
rapid grain boundary diffusion.

In view of the preceding there appears to be a contradiction about the role of the grain
boundary with respect to inert fission gas atoms: either it is considered to be a perfect sink
where gas atoms are immobile and precipitate to form bubbles (in high burnup fuel), or the
grain boundary serves as a high diffusivity pathway for the release of fission products (in trace-
irradiated fuel). In both approaches the grain boundary was considered to be a homogeneous
phase.

I proposed [255,256] to reconcile both points of view by accounting for the inhomoge-
neous characteristics of the grain boundaries in ceramics. Alike Speight [57] for the diffusion
with trapping and re-solution of fission products in the grains, I considered grain bound-
ary diffusion along with trapping and irradiation induced re-solution at grain boundary traps.
Consequently, grain boundary diffusion should be operative in trace-irradiated fuel while there
would be a switch to growth and interlinkage of grain boundary bubbles in controlling inter-
granular fission gas migration under certain conditions. This idea, however, raises several

questions, among which:

1. Is there experimental evidence for grain boundary diffusion to assist the release of inert
gas atoms in trace-irradiated fuel, in a similar way as for the volatile fission products Te
and I?
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2. What are the conditions for the transition from release assisted by grain boundary
diffusion to growth and interlinkage of intergranular bubbles in controlling fission gas

release?

3. How can [ explain the different behaviour of inert gas atoms relative to the other volatile

fission products (e.g. Te, I) in grain boundaries of UOy?

In order to answer the first question, Professor Olander and myself [257] have re-analysed data
on Xe release in trace-irradiated UOy obtained by Mansouri and Olander [27,28]. In order to
address the second issue, I have assessed the intergranular migration distance [256,257], that
is the distance a gas atom can migrate in a grain boundary containing a specific population
of traps before being swallowed up by one of the traps.

The short answer to the third question is that Xe and Kr are neutral and inert, whereas
the other volatile species (e.g. I, Te) are ionic [105,258]. Agglomeration of Xe and Kr into
bubbles is not only possible, it is energetically favoured. On the other hand, precipitation
of ionic species is restricted (and probably hindered) by electrical neutrality requirements.
However, the molecular dynamic calculations needed to quantitatively demonstrate this hy-
pothesis for grain boundaries in ceramic fuels remain to be performed. Despite this lack of
quantitative knowledge, I have introduced a variable intrinsic reaction rate coefficient between
the intergranular traps and the migrating species (cf. § 5.3). This variable parameter enabled
me to assess qualitatively the difference between the different species, thus providing a partial

answer to the last question.

6.2 The mechanisms of fission gas release prior to bubble inter-

linkage

Gas release from trace-irradiated specimens and from low-burnup fuel is small but not zero. In
typical PWR fuel, fractional Xe releases are ~0.1% at 10 MWd /kgU and rise rapidly at burnups
in excess of ~20 MWd/kgU [98]. The accelerated release at high burnup (which also occurs
during transients) is believed to be due to intergranular bubble formation and interlinkage.
The low-burnup release results from recoil and knockout with a diffusional contribution from
the hottest parts of the fuel. However, because of the low gas concentrations, trace-irradiated
specimens do not exhibit interlinked porosity, so the usual high-burnup model is inapplicable.
Nevertheless, grain boundaries of lightly-irradiated UO2 could also contain traps. The detailed
nature of these traps need not be specified; they may consist of segregated impurity clusters,
dislocations walls, or structural non-uniformities on the crystal face of the grain.

Analysis of post-irradiation annealing experiments on trace-irradiated UO2 specimens pro-
vides an excellent method of determining whether grain boundary diffusion is active in xenon

release. Intergranular bubbles have not been reported in trace-irradiated specimens, and these



FGR MECHANISMS PRIOR TO BUBBLE INTERLINKAGE 87

samples are at a uniform temperature during gas release. A consistent observation in these ex-
periments is the higher apparent diffusivity of Te and I compared to Xe, often by as much as a
factor of 100 [28,93,105]. These species-dependent differences have been interpreted as a con-
sequence of more effective trapping of Xe in grain boundaries than of the other volatile fission
products. These latter species are thereby free to utilize the grain boundaries as fast-diffusion

pathways to free surfaces.

To test this notion, Olander and myself [257] have re-examined previously published data
on fission-gas release from trace-irradiated, stoichiometric UO; [28] to ascertain whether they
contain any evidence of grain-boundary-assisted release of fission gas. In these experiments,
the specimens were disks cut from reactor fuel pellets to thicknesses of 0.9 to 1.5 mm and
irradiated to a fractional burnup® of 108, This dose is well below the value at which radiation
effects on the diffusion coefficient appear. Prior to irradiation and during the subsequent post-
irradiation annealing, the specimens were maintained in a Hy/Ar atmosphere that maintained
the stoichiometry at exactly 2.00. Five data points were obtained at anneal temperatures
ranging from 1400 °C to 1700 °C. Release fractions were obtained by measuring the 81-keV
photopeak of Xe!33 for the released gas collected in liquid-nitrogen-cooled charcoal with a
Ge-Li detector and comparing the intensity to that of the same peak in the original disk

specimen.

The question is how to analyze these five data points. One approach is to utilize the
theory of combined grain-boundary and lattice diffusion developed in Ref. [95] and modified
to include trapping of Xe in the grain boundaries. The transport parameters to be fitted to
the data in such an approach are the pre-exponential factors and activation energies of the
lattice and grain-boundary diffusion coefficients. In addition, the trap concentration (Cy,) and
their areal coverage (¢), introduced in chapter 5 to characterize the intergranular traps, need
to be fitted in the model. However, fitting five data points to a model with six parameters
cannot produce believable results; the number of unknowns to be fitted to the data needs to
be reduced. This can be accomplished by fixing the lattice diffusion coefficient from literature
data and fitting the release data with only the two grain-boundary diffusivity parameters and
a third parameter obtained by collapsing the two intergranular trap morphology parameters
into a single quantity.

Unfortunately, the lattice diffusivity of Xe in UOs is not well established; Matzke’s review
[17], for example, presents several data sets covering a spread of a factor of 100 in D at
1400°C (from 10~'*cm?2/s to 107*2cm?/s). In addition, many fission gas release/swelling
models utilize older lattice diffusivity data obtained by Davies and Long [259], which is even
lower (5 x 10~*cm?/s at 1400 °C) than those in Matzke’s review. By far the lowest value of
D was reported by Cornell [135]; at 1400 °C, his value is 3 x 10~ 6c¢cm?/s. In order to narrow

this vast range, the two extreme results are rejected and two intermediate cases are used. The

%fraction of initial metal atoms
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first, representing "low" values, is the Davies and Long [259] equation:
D =7.6 x 10 ®exp (—293/RT), (6.1)

where D is in cm? /s, the activation energy in kJ/mole, and R = 8.315 J/mole-K. The "high"
value is taken to be the composite based on three sets of data reported in Matzke’s paper
(called the "Xe low concentration" line in Fig. 8 of Ref. [17]):

D =1.0 x 10 *exp (—289/RT). (6.2)

The two equations give D values differing by slightly more than an order of magnitude.

Separate analyses of the Xe release data are performed for each of the lattice diffusion formulas.

6.2.1 Release by direct lattice diffusion

Prior to embarking on data fitting using the grain-boundary diffusion model, a simpler alter-
native approach is tried. This approach is based on the following view of the process: even
if the grain boundary diffusion coefficient (D) were zero and the grain boundaries acted as
perfect traps for fission gas, there would be some release of fission gas by direct lattice diffusion
from the exposed grains at the surfaces of the specimens. For the purpose of this analysis, the

following assumptions are made (cf. Fig. 6.1):

1. The surface is perfectly flat (roughness is neglected).

2. Diffusion occurs only in the UO; lattice in the direction (y) normal to the surface. The

finite-cylinder geometry of the actual specimen is not treated.
3. The solid is infinite in the y direction.

4. The initial concentration distribution (¢g) is uniform in y.

These restrictions lead to the familiar error-function concentration distribution:

¢ = coerf ( (6.3)

)
2—\/E> '
The penetration distance of the concentration disturbance is 2v/Dt. For the experiments
reported in Ref. [28], the penetration distances using D from Eq.(6.1) range from 0.1 to 1.5
pum. For D from Eq.(6.2), the corresponding penetration distances are about a factor of
three greater. All of these penetration distances are smaller than the grain diameter in the
specimens, which was 8 pm. They are also less than the range of fission fragments (pfs) in
UOy, which is about 7um.
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Figure 6.1: Schematic concentration profile in the samples after irradiation

\ \ \ \ | Low diffusivity |  High diffusivity |
T (°C) | t (h) | H (cm) fewp (%) | D (cm2/s) fdir/fe:vp D (cm2/s) fdir/fe:vp
1400 5 0.076 0.16 5.4 x 1071 | 0.05 1.0 x 10713 0.20
1450 5 0.071 0.20 1.0 x 107™ | 0.05 1.8 x 10713 0.24
1500 5 0.053 0.81 1.8 x 107 | 0.02 3.2 x 10713 0.11
1600 10 0.044 1.80 5.1 x 10~% | 0.03 9.0 x 10713 0.16
1700 10 0.072 4.00 1.3 x 1071 | 0.01 2.3 x 10712 0.08

Table 6.1: Comparison of experimental post-irradiation Xe release fractions [28] with simple
volume diffusion theory.

Integrating Eq.(6.3) over the half-thickness H of the disk and dividing by the initial charge

The short penetration distances calculated above invalidates the fourth restriction used to

(coH) yields the fractional release

obtain Eqs.(6.3) and (6.4). Direct recoil escape from depths up to the fission fragment range
(pf¢) changes the initial condition for the diffusion problem to [6] (cf. Fig. 6.1)

c v
:{ 2<1+/‘ff) Osysn (6.5)
o Yy>pyf

Numerical solution of the diffusion equation using Eq. (6.5) as the initial condition gives
fractional releases that are about a factor of two smaller than those predicted from Eq. (6.4).
If direct lattice diffusion from surface grains is the dominant mechanism, the computed frac-

tional releases, fgir, should be the same as the measured fractional releases, fer,. The first
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four columns of Table 6.1 give the experimental conditions and release fractions of the post-
irradiation anneals. The next two columns give, respectively, the diffusion coefficient from
Eq.(6.1) and the ratio fgir/fezp. The last two columns give the analogous information based
on the diffusion coefficient of Eq.(6.2).

In all cases, the values of fgi,/fesp are less than unity by factors ranging from 4 to 100.
The first restriction listed earlier was related to the surface roughness and the correspond-
ing surface-to-volume ratio. UQO; is a sintered material with a S/V value greater than the

geometrical value. A larger surface over which Xe!3?

was released would yield higher release
fractions. However, this cannot explain all of the discrepancy. The second restriction cannot
account for it either. Accordingly, it is concluded that some other process, in particular grain

boundary diffusion, enhanced the Xe release process in the experiments reported in Ref. [28].

6.2.2 Release by lattice and grain boundary diffusion with intergranular
trapping

In order to rationalize the experimental fractional releases in Table 6.1, a model involving grain
boundary diffusion coupled with grain boundary trapping and lattice diffusion is developed.
The grain boundaries provide pathways for escape to the free surface of Xe released from
grains in the interior of the specimen. Migration is hindered by permanent capture of Xe
by intergranular traps discussed in section 6.2. Grain boundary sweeping is not considered
because no grain growth was observed in the experiments utilizing stoichiometric UOy [28].
The grains are assumed to be spheres of radius Ry.. During high-temperature annealing,
Xe diffuses from the grain interior to the grain boundary. The grain boundaries are black
sinks for Xe, which means that the Xe concentration in the solid immediately adjacent to the
grain boundary is zero. In the short-time limit, the flux of Xe to the grain boundary from

inside the grain is given by [4]

DCO 1
Jg=—|—-1 6.6
- (=) (00

where ¢g is the initial concentration of Xe in the grains and the dimensionless time is defined
by

Dt
T=—. (6.7)
Rgr
The specimen is a disk with diameter dg,, = 8.7 mm, and surface-to-volume ratio % =
%7&“1 (which was approximated by the reciprocal of the half-thickness in § 6.2.1). All
disk

surfaces, however, are assumed to face solid of infinite depth, which is only valid when 7 < 1.

The polycrystalline medium is characterized geometrically by the total length of grain-

YEq.(6.6) is valid for 7 < 0.15. This limit is applicable to most of the data analysed. For a few points were

—n2r

7 > 0.15, the expression in parentheses in Eq.(6.6) is replaced by 2e
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boundary trace exposed in a unit area of a random section through the solid, A, and by the
total surface area of the separated grains per unit volume of solid, o (the grain surface area in
the intact solid is ¢/2). For any grain shape, it can be shown that o/\ = 8/m. For spherical
grains, o = 3/Rgy.

Transport of Xe in the grain boundary is governed by the grain boundary diffusivity Dgp.
In addition, the grain boundaries contain a population of traps that permanently immobilize
any Xe that reaches them, either by direct lattice diffusion from the grain or by diffusion in
the boundary. As in § 5.2, the traps are assumed to be circular and to occupy a fraction of ¢

of the grain boundary area. The areal number density of the traps is Cy,.

The rate of removal of mobile Xe from the grain boundary by the traps can be given by the
same formula that describes the sink effect of dislocations in a three-dimensional solid, since
it constitutes a similar diffusion problem in cylindrical geometry. The corresponding formula

reads [68]:

2
ra; =———=D
Jrer = (1) Doter [

where cgp is the local areal concentration of mobile Xe in the grain boundary. It does not

(6.8)

removed atoms
s -trap ’

include the Xe removed by the grain boundary traps. The traps are assumed to be black in

the sense that the mobile Xe concentration immediately adjacent to the trap is zero.

Adding trapping to the method outlined in Ref. [95], the conservation equation for mobile

Xe in the grain boundaries is given by:

2
gacgb N 0 Cgb

(o2
3 o = \Dov 8+ (1=8) Jy = G Coriap, (69)

where the distance y is measured normal to the solid surface. In addition to Eq.(6.7), the

following dimensionless quantities are defined:

_ ™ Dgp cgp (6.11)
o 8 D RngO
T Dgp
_ T Llg 12
=T (6.12)
8Cy R2
G= T (6.13)

In (1/v/9)

Since intergranular bubbles have not been observed in trace-irradiated samples, it is reasonable

to assume that ¢ < 1. Neglecting ¢ compared to unity in the grain source term, Eq.(6.9)

10U 0%U 1
EE_WJr(\/?_l) ~-GU. (6.14)

becomes
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" by bulk diffusion
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Figure 6.2: Schematic representation of the direct (fg;,) and indirect (f;,q) release mechanisms
during the post-irradiation annealing experiments with trace-irradiated samples

The initial condition is
U=0 at 7=0,VX, (6.15)

which assumes that all Xe is in the grains prior to the high-temperature anneal. The boundary

conditions are:

U=0 at X=0
oU/OX =0 at X — o0 (6.16)

As in the direct diffusion analysis, the surface roughness is disregarded. In addition, the
above formulation neglects effects such as direct release from the surface grains by lattice
diffusion and the depletion of the surface region by recoil escape during irradiation (cf. Fig.
6.1). However, the action of grain boundary diffusion should allow release from greater depths
than purely lattice diffusion from the surface grains. Indeed, fission gas atoms reaching a
grain face in the middle of the sample may reach the free surface via the grain boundaries as
illustrated in Fig. 6.2. Accordingly, the details at the surface are less critical to the analysis
than in the direct lattice diffusion calculation.

Equations (6.14) - (6.16) are solved for (0U/0X)y_, and the fractional release (finq)
calculated from this solution by integrating the flux leaving the grain boundaries at the surface

over time. The total quantity of Xe released from the specimen of surface area S is

T (0
Xe released = )\ngS/ b dt'. (6.17)
0 dy =0

The total Xe initially in the specimen is V ¢y, where V is the specimen volume. Divid-
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ing these two quantities and converting to dimensionless variables gives the fraction released

according to the indirect route (lattice diffusion followed by grain boundary diffusion):

R,.S\ [T (08U ,
find:?’( %/' )/0 (8—X>XZOdT' (6.18)

The following analytical solution for the surface gradient is developed in the Appendix C:

()~ o (Lowe) o) - UGy

where I is the modified Bessel function of the first kind of order zero. This solution is

restricted to 7 < 0.15 because of the short-time approximation for the Xe flux to the grain
boundary from the grains as expressed by Eq. (6.6). For larger 7 values, Eqgs. (6.14) - (6.16)

are solved numerically.

In the absence of trapping (G = 0), Eq. (6.19) is sufficiently simplified that the integral

in Eq. (6.18) can be performed analytically. The resulting theoretical fractional release is

fina =3 (R‘{,TS) VE (7 —~ 3\4/%73/2) : (6.20)

The interesting feature of this result is the absence of the /7-time dependence usually
associated with diffusional processes (e.g. Eq. (6.4) for the direct release mechanism). This

can be attributed to the series coupling of bulk and grain boundary diffusion.

The above indirect release model was fitted to the data given in the first four columns of
Table 6.1. Separate data fitting was performed for the "low" and "high" lattice diffusivities
of Egs. (6.1) and (6.2). Two of the fitting parameters are the pre-exponential factor and the
activation energy of the x parameter defined by Eq. (6.12) and expressed as

K = roel/T, (6.21)

The form of this equation assumes that the activation energy of Dg; is lower than that of
D [83]. The quantity T} is the activation energy of the ratio Dg,/D divided by the universal

gas constant.

The third fitting parameter is the quantity G defined by Eq. (6.13). This parameter
was assumed to be the same at all temperatures and to remain constant during the time at
temperature. That is, the microstructure of the intergranular traps was not permitted to

anneal during the release process.

Experience in the fitting process showed that instead of kg, error minimization was much

more sensitive to the value of k at a temperature in the middle of the experimental range



94 THE ROLE OF GRAIN BOUNDARY DIFFUSION

| G | min. error [logr (1773) | T.(K) |

0.00 0.23 3.80+0.01 | 280004500
0.01 0.24 3.84+0.02 | 230001300
0.02 0.24 3.92+0.01 | 22000700
0.10 0.36 4.14£0.04 | 500 - 30000

Table 6.2: Results of fitting Xe release data to the indirect model using the “low” lattice
diffusivity formula (Eq.(6.1)).

(1773 K). Thus, the actual fitting parameters were G, T}, and

log k (1773) = log ko + (6.22)

Ty
(2.3) (1773)

Fitting of the data proceeded in the following fashion:

Select a lattice diffusivity ("low" or "high").

Fix the parameter G, starting at G = 0.

Vary log k (1773) and T} until the error measure or objective function defined in Eq.

(6.23) is a minimum.

Increase the parameter G and repeat error minimization.

1 5
error = 5 ;

find - feacp

feap (6.23)

The above process is terminated when the minimum error starts to increase above the low-G
limiting value.

Table 6.2 shows the results of fitting the data to the indirect release model with the "low"
lattice diffusion coefficient.

Equally satisfactory agreement of the model and the data (i.e. the same minimum error)
was achieved for all values of the grain boundary trap parameter G < 0.1. The minimum
error increases rapidly for larger G values.

Similar results have been obtained by means of the general Levenberg-Marquardt method
(implemented in the software PEST [260]), or when applying the absolute difference between
theory and data as the objective function. Both approaches gave results with a better fit to
the large release fraction experiments than obtained with the error based on the fractional
difference as in Eq. (6.23), in contrast with the fit for the low temperature data points.
Nevertheless, the results indicated that the experimental data do not support a two-step
diffusional model that is accompanied by strong intergranular trapping of Xe. By way of

comparison, Eq. (6.13) shows that the values for the least efficient trap microstructure in



FGR MECHANISMS PRIOR TO BUBBLE INTERLINKAGE 95

| G | min. error | log (1773) | T, (K) |

0.00 | 0.26 1.4240.03 2440+£580
0.01 | 0.27 1.45+0.04 1350£340
0.02 | 0.27 1.43+0.03 1620£470
0.10 | 0.28 1.4440.03 1770£430
0.20 | 0.28 1.58%0.05 16204450
0.50 | 0.35 1.74£0.04 17304450
1.50 | 0.43 2.02+0.13 800 - 15000
5.00 | 0.62 2.36%=0.07 | 800 - 15000

Table 6.3: Results of fitting Xe release data to the indirect model using the “high” lattice
diffusivity formula (Eq.(6.2)).

§ 6.3.4 (ie. Cy = 0.1 um~2, ¢ = 0.01) has a trapping parameter G = 5.6. The data from
Ref. [28] are consistent with gas release by sequential lattice and grain boundary diffusion
unimpeded by trapping at natural intergranular defects.

The last two columns in Table 6.2 give the grain boundary diffusivity parameters associated
with the best fit of the data. As suggested by the small errors, the minimum error is well
defined in the coordinate represented by logk (1773); the average value of this parameter
in the range 0 < G < 0.1 is 3.85+0.01. This gives a reasonable reliable value of Dg, =
1.6 x 10 %cm? /s at 1773 K.

The activation energy of k is contained in the last column of Table 6.2. The uncertainty
in T}, is even greater than implied by the errors associated with this parameter at a fixed G.
The error measure of Eq.(6.23) can be thought of as a surface dependent on the two x fitting
parameters. The minimum error on such a surface lies along a trough with the walls rising
sharply in the log x (1773) direction but running like a canyon floor in the T}, direction. For
example, error measures just 0.02 greater than the minimum values shown in the table are
obtained over a range 1000 < T, < 30000. With this caveat, accepting the average value of
24000 K from the first three rows of Table 6.2 yields a grain boundary diffusivity of

Délbow By~ 9x 1078 exp (—92/RT) em?/s. (6.24)

The accuracy of this equation is high at T = 1773 K but Eq.(6.24) is much less reliable at
other temperatures.

If the "high" lattice diffusivity (Eq.(6.2)) is used in fitting the data to the indirect release
model, Table 6.3 shows that a constant minimum error is achieved for all G < 0.5. In this range
of G, the error measure is quite sensitive to the log x (1773) parameter but quite insensitive to
the activation energy parameter 7. The grain boundary diffusivity deduced from the value
of log k (1773) = 1.43 at the minimum error is Dy, = 1.1 x 10~ *cm? /s at 1773 K, which is a

factor of 15 smaller than the corresponding value obtained using the "low" lattice diffusivity
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Figure 6.3: Comparison of indirect model results (G = 0, log x (1773) = 3.80, T, = 27500 K)
with experimental data using Eq. (6.1) for D.

in the data analysis.
Taking the average of the entries in the last column of Table 6.3 (T, ~ 1800 K), the
temperature dependence of the Xe grain boundary diffusivity is obtained as:

DYDY =13 % 1073 exp (~272/RT)  em?/s (6.25)

As in the "low" lattice diffusivity analysis, the temperature dependence implied by this result
is much less reliable than the value of Dy, at 1773 K. The significant difference between the
Dy, formulas deduced from the data is entirely due to the order-of-magnitude discrepancy in
D from Egs. (6.1) and (6.2).

Figures 6.3 and 6.4 compare the Xe release data with the minimum-error indirect model
predictions for the two lattice diffusivities employed in the fitting process. The theoretical
points neglect intergranular trapping, although essentially the same results are obtained for
any G less than the values in Table 6.2 and Table 6.3 where the minimum error begins
to rise. The quality of the agreement between theory and experiment (as gauged by Eq.
(6.23)) is roughly the same for the "low" and "high" lattice diffusion coefficient formulas.
For either D, the indirect model cannot reproduce the experiment release fractions at the
longest dimensionless time (7). The predicted increase in f;,q between the last two 7 values
is small because the difference in the thickness of the specimens counteracts the effect of
temperature on the diffusion coefficient. I suspect that the last experimental points give too

large a fractional release.



THE INTERGRANULAR MIGRATION DISTANCE 97

g ! ! ! ! !
 Model results (fing) +
Experimental results (fezp :
JIY I s e P e B -
3 | |
2 ? ?
S 3 o
g § :
E +
g ir O 7
3} i
o
(e}
I =
+
o B | | | ! !
0 0.1 0.2 0.3 0.4 0.5 0.6

dimensionless time ()

Figure 6.4: Comparison of indirect model results (G = 0, logx (1773) = 1.41, T}, = 1030 K)
with experimental data using Eq. (6.2) for D.

6.3 The intergranular migration distance

In the present analysis, I rely on the assumptions mentioned in section 5.2.

6.3.1 Approach

The second question listed at the end of § 6.1 deals with the conditions for the transition
from release assisted by grain boundary diffusion to growth and interlinkage of intergranular
bubbles in controlling fission gas release. In order to answer this question, I have compared
the intergranular migration distance, L, to the distance separating the traps, Rs;. The latter
is related to the areal number density of intergranular traps, Cy,, by Eq.(5.14). L is the crow-
flight distance® from the point where the gas atom enters the grain boundary to the point
where it is absorbed by an intergranular trap, and will be assessed by two methods in the
following section. If L/R; is large, a migrating gas atom wanders past many intergranular
traps before being swallowed up. In this case, the gas atom stands a good chance of being
released to open porosity or cracks. On the other hand, if L/Rs < 1, there is a high probability
that the gas atom will be trapped before reaching an escape surface.

Aside from the geometric features given above (¢ and Cy, ), the only relevant physical prop-
erty of the trap is its capture efficiency for particular types of solutes migrating as single atoms

in the boundary. This efficiency is reflected in the intrinsic rate coefficient (cf. k;n defined

“The “crow-flight distance” is the shortest distance, that is along a straight line, from the point where the
fission product enters the grain face to the point where it is ultimately absorbed by an intergranular trap.
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in § 5.3), which provides a clue to the third question posed in section 6.1. A highly efficient
trap (k;n — 00) absorbs all solute reaching its periphery, and so reduces the concentration of
the solute to zero at this location. This Smoluchowsky boundary condition is most commonly
used in fission gas analysis in reactor fuel [1,71,181]. If the trap is less efficient in capturing
arriving solute atoms, the concentration of the latter at the trap surface is greater than zero.
This radiation boundary condition better reflects the behaviour of the other volatile fission

products, as discussed below.

6.3.2 Regular array of traps

In this section, I consider circular traps to be arranged on a regular square array (cf. Fig. 3.2).
The method applied for the computation of the intergranular migration distance in this array
of traps is similar to that adopted for assessing the thermal diffusion length of neutrons in an
absorbing medium [261]. Consider a point source at the origin of an infinite planar medium
emitting a fission product per second. The atom will diffuse about in the grain face, moving
in complicated paths until it is eventually absorbed. None can escape since the medium is
infinite. The probability distribution function p; (R), that is the probability of finding the
atom in a surface element 2rRdR at a distance R from the origin after a time ¢, corresponds
to the Green’s function [262]

R2
e *Dgvt
R) = . 6.26
PR = Tp (6.26)
Accordingly, the mean square displacement can be written as
- o0
2 = 7{ R%p; (R)dS = 2x / p¢ (R) R*dR (6.27)
0
Taking into account that [263]
o |
2n+1 —at? 3, _ T
/0 t " e @ dt = 20,”—'1'1’ (628)
the mean square displacement in a grain boundary free of traps may be written as
R2 = 4Dyt = L*. (6.29)

In the presence of traps, the actual diffusion length in the grain boundary will be reduced.
In order to calculate L in a field of traps by means of Eq.(6.29), I need to assess the lifetime
(1), that is the elapsed time between arrival of an atom from the grain and its capture by a
grain boundary trap. This corresponds to the thermal diffusion time of neutrons [261]. Given
the symmetry of the trap array, I assess the lifetime by solving the transient diffusion problem
in the annular unit cell Ry, < R < R, (cf. Fig. 5.2). The concentration profile of the fission
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products in the unit cell with a partially reflective boundary condition on the trap surface can

be expressed as follows (cf. Appendix B.4):
- ot
Cob (R,t) = Coo (R) = Y _Q (R) e 7, (6.30)
n=0

where C, (R) represents the stationary concentration profile, and the time constants 7,, are

given by
1

—_— 6.31
ng/\%’ ( )

Tn =

where ), are the positive roots of Eq. (5.19). The time constants 7, are identical to those
obtained in the expression for the concentration profile of the cell model without a source term
and non-zero initial concentration (cf. § 5.4.3). The longest time constant (79) can thus be
interpreted as the characteristic time after which the concentration decreased by a factor e in
the event of the cell model without source term. Therefore, the lifetime of a fission product in
the grain boundary (7) is approximated by the largest time constant 7y defined in (6.31). This
is in accordance with the approach of Ham [233], who analysed stress-assisted precipitation
of point defects on dislocation lines. The resulting expression for the intergranular diffusion

length reads:
2
L= /Dgm = 1. (6.32)
0
In the following, I will also make use of a dimensionless intergranular diffusion length, [ =
L/Rs, which provides an estimation of half the number of unit cells a fission product can

migrate in the grain boundary before being absorbed by a trap.

In order to verify the range of validity of my approximation, I have computed the second
smallest root (A1) of Eq.(5.19) under sBC, in addition to Ag. The ratio A = A;/A¢ is shown
in Fig. 6.5 and confirms that our approximation 7 ~ 7y is most appropriate for small values
of ¢. According to the same plot, A is always larger than 3 for 1 % < ¢ < 99 %, hence the
maximum contribution of 74 to the total time span 7 is at maximum 10 % in view of the
definition of 7,, in Eq. (6.31).

6.3.3 Random array of traps

Professor Olander [264] proposed a method to alleviate the main non-conservative assumption
in the previous section by considering identical circular traps randomly placed on the grain
boundary. The grain face is represented by a two dimensional plane with a square lattice
of sites on which atoms jump in a random walk. The distance between sites, or the jump
distance, is ag.

From random walk theory, the straight-line distance travelled by a particle in this number of
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Figure 6.5: Ratio of the first two eigenvalues of the diffusion equation in the cell-model
(A = A1/Xo) as a function of the bubble surface fraction (¢) under Smoluchowsky boundary
conditions

jumps is [46]:
L? =ja3 (6.33)

where j represents the average number of jumps that an atom makes before absorption by
a trap occurs, which is assessed by means of jump probability methods (cf. Appendix D).
Inserting the expression for j in Eq. (6.33), and dividing by Rs of Eq. (5.14) yields the

dimensionless migration distance I:

. {k;nmqs [1 —¢ (1 - 2R—0)} _o(1- ¢)} (K, Ing — 2)
) (kiping)® '

\/[1—¢<1—2;—;)] % (6.34)

The equation for [ reduces to

I = [1 — ¢ <1 - 2132)] (14_(15"5) (6.35)

when k;n — 00, that is, under the Smoluchowsky boundary condition. Compared to the

analogous results for the diffusion analysis in § 6.3.2, Eqgs. (6.34) and (6.35) contain the

additional parameter ag/Ry.. However, as will be shown later, this quantity is much smaller
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than unity and hence may be neglected.

6.3.4 Results and discussion
6.3.4.1 The migration distance in the case of perfectly absorbing traps

From expressions (5.19), (6.32) and (6.35) it follows that for perfectly absorbing grain bound-
ary traps, that is when k;n — 0o , the intergranular migration length for fission products is a
function only of the trap concentration Cy. (which fixes Rg; by Eq. (5.14)) and their surface

fraction (¢): o)
VT Cyr

In addition, L is independent of the intergranular diffusion coefficient. (This feature is ben-

L= (6.36)

eficial, given the uncertainty in this property). The dimensionless diffusion length (), on
the other hand, can be expressed as a function of a single parameter, namely the fraction of
the grain boundary surface occupied by the traps (¢). According to Eq. (6.35), the relative
distance travelled by an atom in a random array of perfect traps is dependent on ¢, and on
the ratio of the atomic lattice parameter of the grain boundary to the trap radius (ag/Ry).
However, the influence of ag/Ry on [ can be neglected when ay ranges between 0.06 nm and
6 nm, Cy ranges between 0.1 um 2 and 10 um 2, while ¢ ranges between 1 % and 99 %.

The variation of [ with ¢ is depicted in Fig. 6.6 ; I have plotted the relative distance
travelled by an atom in a random array for a lattice parameter on the grain boundary of
ag = 0.6 nm, which is somewhat less than twice the lattice constant in crystalline UOs, and
a trap density of Cy = 0.1 um™2. The trap surface fraction ranges from 1 % to 99 % which
covers a wide range of experimental values (in practice ¢ will be limited to the order of 50 %).

Fig. 6.6 reveals that in a regular array of traps, the fission products can migrate at
maximum a single cell diameter once the grain boundary surface is covered by 1% of perfectly
absorbing sinks. However, the fact that L is limited to the cell diameter when the traps
are regularly distributed is not inherent to the cell model. The zero particle flux at the cell
surface is equivalent to the assumption that the walls of the cell surrounding each trap are
impenetrable, but these boundary conditions arise only from the assumed symmetry of the
concentration profile Cg, (R) and not from a real impenetrability. This is confirmed by the
results with partially reflective boundary conditions on the trap surfaces (cf. § 6.3.4.2).

The intergranular migration distance of a fission product (L) can be inferred from Fig.
6.6 and Eq. (6.36). The trap density ranges between 10 ym 2 and 0.1 um 2
to bubble densities observed on fractographs of UO2 [147,184,265]. When there is only 0.1

perfect trap/um? and the fraction of the grain face covered by traps is 1 %, the maximum

, corresponding

distance a solute atom can diffuse in the grain boundary with a regular array of sinks is in the
order of ~ 3.2 um. For higher values of either Cy. or ¢, the intergranular diffusion distance

will drop below 1 pum. As indicated in § 6.3.2, L represents an overestimation due to the
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Figure 6.6: Dimensionless intergranular diffusion length (I) in a regular and in a random

distribution of sinks as a function of the bubble surface fraction (¢) under Smoluchowsky
boundary conditions

application of the expression for the diffusion length in an infinite planar medium without
traps to the grain boundary with traps. The overestimation is even more pronounced by the
fact that I have considered a constant trap radius in the course of precipitation, whereas e.g.
bubble growth is expected to reduce the lifetime of the migrating atoms.

When the grain boundary is covered by 1 % of perfect traps distributed randomly, the
maximum distance a fission product can migrate is about 8.8 um. However, even if L is as
large as the grain size, there is no open porosity surrounding each grain when the fraction of
the grain face covered by traps amounts to 1 %. As a result, the majority of the gas atoms
diffusing in the grain boundary will not reach the open porosity and be released under these
circumstances. They are more likely to be trapped by one of the traps to which they are
originally closest. Therefore, I conclude that the contribution of the grain boundary diffusion
to the overall release process of fission gas atoms on the pellet scale is strongly inhibited for

values of Cy,. and ¢ observed for gas bubbles in fractography of irradiated fuel.

6.3.4.2 The migration distance in the case of inefficient traps

In the event of partially reflecting or radiation boundary conditions at regularly arranged
traps, the intergranular migration distance is a function of three parameters: L (Ctr, o, k;n)
The sensitivity of I to k;n is depicted in Figs. 6.7 and 6.8 for three different values of ¢. The
range of k;n from 1073 to 10"3 suffices to assess the sensitivity of the migration distance to

this parameter. Indeed, for k;n = 10"3, the relative migration distance almost converged to
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Figure 6.7: Dimensionless intergranular diffusion length (I) in a regular array of sinks as a
function of the dimensionless intrinsic reaction rate constant (k;n) for three different values of
the grain boundary bubble surface fraction (¢)

the limiting case of the Smoluchowsky boundary condition (k;n — 00) in Fig. 6.6.

In general, the greater the capture efficiency of the trap, the shorter the distance that a
solute atom can move before being removed by trapping and the greater is the impediment to
release. However, from Figs. 6.7 and 6.8, there appears to be a critical value for the influence
of k;, (namely k;, ~ 1), especially for values of ¢ < 50% which is of most practical interest.
When k;n < 1, the influence of k;n on the diffusion length is more pronounced. For k;n > 1, the
relative change of the intergranular migration distance is not very dependent on the relative
change of the trap efficiency, except when ¢ > 50 % which is rarely encountered in practice.
In the case of a regular array of traps, this feature is not surprising; it simply reflects the
influence of k;, on the global precipitation rate coefficient (k) according to the cell model (cf.
§ 5.5.3). This is because the calculation of the migration distance in the square array of traps
in § 6.3.2 relies on the same diffusion problem. Nevertheless, the random-walk model confirms

the insensitivity of [ to k;n when k;n > 1 in the case of a random array of traps.

The results shown in Figs. 6.7 and 6.8 only provide information about the relative or
dimensionless intergranular migration length. The average crow-flight distance a fission prod-
uct actually diffuses in the grain boundary before being captured can be inferred from these
figures in combination with Eq. (6.36). For example, the maximum distance a fission product
can migrate in the grain boundary covered by 1 % of perfect traps distributed randomly was
about 8.8 um. When the intrinsic rate coefficient is reduced to k;, = 1 (corresponding to

pa = 0.7 since ¢ = 1 %), this distance increases to 12.6 um which is again in the same order
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Figure 6.8: Dimensionless intergranular diffusion length (/) in a random array of sinks as a
function of the dimensionless intrinsic reaction rate constant (k;n) for three different values of
the grain boundary bubble surface fraction (¢)

of magnitude as the grain size. In the case of a regular distribution of bubbles with ¢ = 1 %
and Cy = 0.1 um~2, L increases from 3.2 pm under Smoluchowsky boundary conditions to
4.1 pm when k;n =1.

The two calculation methods, applied respectively in a regular and in a random array of
traps, are in good agreement at large trap fractional coverages but deviate by more than a
factor of two at the combination of low trap density and small fractional coverage (cf. Fig.
6.6). This difference is qualitatively in line with the result of Fixman [248], who analysed
stress-assisted precipitation on dislocations and found, like Wood [234] for grain boundary
cavities, that a random array of traps entails a smaller global trapping rate in comparison
with a regular distribution of the traps. Despite this difference, all the results indicate that
a fission product will on average wander past many traps in the grain boundary when k;n
is smaller than 1 and provided that ¢ remains lower than 50 %. In all other cases of the
parameter space used in my analysis, the solute atom will be trapped by one of the sinks
to which it is originally closest, that is the intergranular migration distance is at most a few

times the size of the unit cell associated to each trap.

6.3.4.3 Practical implications

The trapping efficiency of intergranular bubbles is implicitly taken to be infinite in most
fission gas release models [1,71,181], although there are no experimental data, nor molecular

dynamics calculations available to determine the intrinsic rate coefficient between the fission
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products and these traps. Therefore, and in order to distinguish between the behaviour of

different migrating species, I have introduced the variable trapping efficiency.

In view of the small solubility of fission gas atoms in UQ,, it seems (more) reasonable to
assume that generally k;n > 1. Consequently, Figs. 6.7 and 6.8 indicate that the intergranular
diffusion length is not strongly affected by k;n since ¢ < 50 % in most common circumstances.
This provides a justification for the application of Smoluchowsky boundary conditions for in-
tergranular bubbles in fission gas release models. Furthermore, the calculations show that for
areal number densities and fractional coverages by intergranular bubbles observed in fuel irra-
diated to burnups exceeding ~ 20 MWd/kgU, fission gas atoms are trapped after a migration
distance equal to the size of a grain or less. Under these conditions, long-range grain boundary
diffusion to free surfaces cannot contribute to the release of fission gas atoms. Instead, it will
contribute on a local scale to grain-face bubble nucleation and growth. Kogai adopted such
an intermediate approach [181]. In view of the absence of any measurement of Dg; of Xe in

UQO3, however, Kogai had to resort to using the value for U,

The variable trap efficiency also provides a qualitative explanation for the observed dif-
ference between the release of Xe atoms and the volatiles Te and I in the post-irradiation
annealings of trace-irradiated UO;y specimens [28,93,105]. A consistent observation in these
experiments is the higher apparent diffusivity of Te and I, often by as much as a factor of 100.
This species-dependent property has been interpreted as a consequence of more effective trap-
ping of Xe in grain boundaries than of the other volatile fission products. The reduced trap
efficiency can be attributed to the different size and charge of the migrating atoms [258, 266].
Our calculations enable to account for such a reduced trapping efficiency by means of two
parameters, namely the intrinsic trapping rate coefficient (k;n) as well as the effective sur-
face fraction of the traps (¢efs = ngf fCtr). The latter is based on the effective reaction
radius for the trapping centra (R.ss) in the case of charged particles, reflecting the Coulomb

interaction [228,230,231]:
+Lon

)
exp (—ilft‘:") -1

where L, symbolises the so-called Onsager radius at which the Coulomb interaction energy

Refy = (6.37)

equals the thermal energy kpT. The positive or negative sign in front of L,, corresponds to

repulsion or attraction respectively.

For volatile fission products such as Te and I, one would thus expect a low intrinsic trapping
rate coefficient (k;n < 1) in view of their higher release rates. However, Te and I are chemically
active and their charge depends on the stoichiometry [105,258]. This will render the assessment

of k;n more problematic.

Having determined conditions for the transition from grain boundary diffusion to growth
and interlinkage of bubbles, it seems natural to assess the equivalent burnup. From the post-

irradiation analysis for the volatile fission product Cs in ThO; [97], and from the in-pile results
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of Turnbull et al. [93,94] in UOy, the equivalent burnup appears to be extremely small.

The calculation of the equivalent burnup, however, involves a number of poorly charac-
terised parameters. For example, with a trap surface coverage of 1%, one needs to determine
the trap number density, Cy., in order to know the trap radius, Ry., and their volume. Ac-
cording to experimental data for intergranular bubbles [147, 184, 265|, Cj, ranges between

0.1 pm~2 and 10 pm 2.

The smaller values resulted from interlinkage of bubbles, whereas
the higher values can be associated with situations where interlinkage is negligible [184]. It
should be emphasised that the experimental data were obtained by means of scanning electron
microscopy, hence the minimum detectable bubble radius was in the order of 0.1 pm. Smaller,
undetected bubbles could yield higher values of Cy.. In addition, traps should be defined in a
more general sense, that is not only gas filled bubbles but also defects, e.g. those created by
fission fragments. This is in accordance with the experimental observations on intragranular
bubble nucleation in the wake of fission fragments [65,66,237], and with the idea of Khoruzhii
et al. [122] about a new retardation force on grain growth in trace-irradiated UO2 due to
inclusions in grain boundaries generated when fission tracks intercept the grain face.

In view of the uncertainty both on the type and density of traps in trace-irradiated fuel,
and because of the lack of experimental data on intergranular bubble radii below 0.1um, it
is of primary importance to analyse grain boundary bubble nucleation, e.g. by means of
transmission electron microscopy. In addition to Cy., there is an uncertainty both on the
temperature and on the hydrostatic pressure around the bubble [59,184,219]. The equivalent
burnup will also depend on the irradiation history. Finally, it should be emphasised that in
mixed oxide fuels with a non-homogeneous distribution of the fission density [98] it is even

more difficult to determine the equivalent burnup.

6.4 Summary and conclusions

I have addressed three questions with respect to the role of the grain boundaries in the fission
product release process in polycrystalline UO2 that were posed at the end of section 6.1.
The post-irradiation annealing experiments utilizing trace-irradiated UOs provide an ex-
cellent method to ascertain whether grain boundary diffusion assists xenon release. The spec-
imens do not exhibit intergranular porosity because the gas concentration is too low to nucle-
ate bubbles. However, natural microstructural defects or impurities in the grain boundaries
of fresh UOs may play the same trapping role as do bubbles in irradiated fuel. To investi-
gate this possibility, recent data on Xe release from stoichiometric trace-irradiated UO9 disks
were analyzed by two models. The first approach, called the direct release model, neglects
intergranular transport and ascribes gas release solely to lattice diffusion from solid at the sur-
face of the specimens. The predicted release fractions were far smaller than the observations,

suggesting the need for a mechanism that allows transport from deeper within the specimens.
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The second, indirect model posits release from the grains by lattice diffusion followed
by transport to the free surface by intergranular diffusion. This model had previously been
successfully applied to Te and I release, but its applicability to the rare gases has been generally
rejected (at least for power-reactor fuel). The indirect release model was modified to account
for intergranular trapping of Xe, since this process was believed to be the principal reason

why the rare gases are retained in irradiated fuel for substantial burnups.

Comparison of the indirect model with the Xe release data involved adjustment of three
parameters: two for Dg, and a third parameter representing the intergranular traps. The
best agreement between theory and experiment was achieved for little or no trapping, or at
least for G values an order of magnitude smaller than those representing bubble populations
observed by fractography of irradiated fuel. Our analysis thus supports the assistance of grain

boundary diffusion to fission gas release release from trace-irradiated UOa.

The fitting procedure fairly accurately fixed Dy, at 1500 °C, but was unable to determine a
reliable activation energy for this property. The grain boundary diffusion coefficients deduced
from application of the indirect model to this small set of data are no more accurate than the
lattice diffusivities of Xe in UO2 needed in the calculation. The uncertainty in this property

is at least one order of magnitude.

The second question concerned the conditions for the transition from release assisted by
grain boundary diffusion to growth and interlinkage of the intergranular bubbles in controlling
fission gas release. In order to address this issue, I have assessed the mean migration distance
of a fission gas atom in a grain boundary decorated with a population of circular traps. The
analysis encompassed the influence of the trap number density and their fractional coverage
in both a regular and a random array of sinks. In addition, I have evaluated the influence of

their efficiency at trapping gas atoms impinging on their surface.

My approach of the grain boundary reconciles the two contradictory roles of the grain faces
in fission gas release. In addition, the results provide quantitative conditions for the switch.
Both the intergranular diffusion coefficient (Dg,) and the dimensionless intrinsic capture rate
on the surface of the bubbles (k;n) are not well characterised at present. Yet, the results are in-
dependent of Dy, whereas the influence of k;n on the intergranular diffusion length is strongly
limited under most common circumstances. It is thus fair to conclude from the computations,
that for values of the geometric parameters that roughly encompass the intergranular bubble
populations observed in irradiated fuel, a fission gas atom will be trapped after a migration
distance in the grain boundary equal to the size of a grain or less. This result simply provides
a theoretical justification for the universal rejection of grain boundary transport as a release

mechanism for fission gas in irradiated UOs.
Finally, the calculations also offer a qualitative explanation for the dissimilar release rates
observed in trace-irradiated UOgy for Te and I in comparison with Xe. More precisely, the

reduced trap efficiency for the ionic species is well reflected in the variable intrinsic reaction
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rate (k;,), as well as the (effective) trap surface fraction (¢ss). Nevertheless, experiments or

molecular dynamic calculations are needed to pin down the quantitative data.
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Fission gas release modelling in nuclear fuels has received much interest for several decades.
Despite all the efforts, there is still room for improvement. Two of the most important issues
that models should be able to cope with from an industrial point of view, are the incubation
behaviour (cf. § 3.3.1) and the burst phenomenon during power variations (cf. § 3.3.3),
especially at high burnup. This requires a proper description of the release kinetics, both
in the grains and along the grain boundaries. To this end, the recent model of Kogai [181]
provides the most appropriate basis (cf. § 3.4). Nevertheless, some limitations of this model
have been highlighted and will be tackled in this part.

Following the description of my own model development in chapter 7, I will compare
it with the fission gas release models from the open literature. In chapter 8, I discuss its
numerical implementation, more precisely the choice of the routines required to solve the
problems at hand as well as the corresponding numerical parameters. Chapter 9 deals with
the validation procedure of the model. In view of the interrelationship with other phenomena,
it was necessary to couple the gas release model with a general fuel performance code. To this
end, I have used the FTEMP2 code [267] of the OECD Halden Reactor Project as well as the
COMETHE-1V code [173] from BELGONUCLEAIRE to provide on input the radial distribution of

the temperature, the power, and the burnup in the pellets.
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Chapter 7

Model description
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The model treats the release process of the fission gas atoms in UO3 fuel in two consecutive
phases. These two phases are treated in distinct, but coupled, modules. The first module deals
with the transport of the fission gas atoms on a microscopic scale, that is in the grains where
they are supposed to be generated uniformly. The second module considers the transport of
the fission gas atoms on a macroscopic scale, that is along the grain boundaries to the free

volume in the fuel rod.

7.1 Intragranular module

The intragranular module of a fission gas release model in LWR fuel is crucial in many respects.
First of all, the storage capacity of the grains is much more important compared to that
offered by the grain boundaries, and the main fraction of the fission products remains in the
grains under normal operating conditions. Second, the flux of gas atoms reaching the grain
boundaries constitutes the source term for the intergranular module, which governs the onset
of release. Last but not least, the intragranular diffusion process becomes rate-determining as
soon as a tunnel network is established along the grain boundaries through which gas atoms
may be vented.

When this PhD-work was launched at the end of 1994, there was a general consensus

regarding the behaviour of fission gas atoms in the grains [268]:

The gas atoms are created by fission in the fuel matrix. They then diffuse in
the grains. Two different phenomena are involved: the thermal diffusion and the
irradiation induced diffusion. Small intragranular bubbles with a diameter of 1 to
2 nm are observed in irradiated fuel. They are created in the wake of the fission
spikes and then grow by diffusion. They are continuously destroyed by fission
spikes (irradiation enhanced resolution). There is no bubble migration except at

very high temperature.

The bubbles are out of equilibrium (quasi-crystallites). The intragranular bubbles
act as sinks for the gas atoms. They contribute to decrease the amount of gas
available for release. This can be simulated by a reduction of an effective gas atom

diffusion coeflicient.

Despite this general agreement, there were different reasons to develop a new intragranular
module. First of all, there was no model available in the open literature that could account
simultaneously for the main mechanisms governing the release process (i.e. atomic diffusion,
precipitation and re-solution), the coupling between the intra- and intergranular module, and
the grain size distribution. Secondly, none of the concepts coupled the intra- and intergranular
modules properly (cf. § 3.2.2.2). Finally, some models [96, 169] accounted for the grain size
distribution (cf. § 3.2.3) but the coupling between the intra- and intergranular modules was

incomplete.
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7.1.1 Description of the grains

The grains in the UO9 pellets are represented by a collection of spheres, and so the intragran-
ular migration of fission gas may be treated in one dimension. This implicitly implies that the
grain boundary concentration is identical at each face of a grain.

In polycrystalline materials, the grains are characterised by a size distribution function
P (Ry,), where P (Ry,) dRg, is the fraction of grains with radii between Ry, and Ry, + dRg,.
Olander and co-workers [30,96] implemented the size distribution proposed by Hillert [118]
in their model for fission gas release. They revealed the necessity to do so in order to avoid
the overprediction of the released fraction of fission gas atoms [30,96]. For this reason, I have
employed the same approach.

Hillert derived the grain size distribution function in the framework of his normal grain
growth theory. The major feature of the size distribution he obtained is that it is time-invariant

when expressed in terms of the size variable
(7.1)

where R, is the so-called critical grain radius, i.e. a threshold value above which grains will
grow and below which they will disappear during normal grain growth. The critical radius is
related to the mean grain radius (Rgy) by R. = 9Rg, /8.

The distribution function in terms of u is related to that in terms of Ry, by:

P (u)du = P (Ryr) dRy, (7.2)
P (Ryy) = P}g?) . (7.3)

The Hillert distribution for three-dimensional grains is

P(u):24e3-ﬁ-exp <_2Eu) , (7.4)

which is depicted in Fig. 7.1. This distribution function is properly normalised to unity:

/2P(u)du:1. (7.5)
0

It should be noted that in normal grain growth, no grains larger than twice the critical size
R, exist [118].

Despite the fact that I disregard grain growth in my FGR model, the time-invariant grain
size distribution in Eq.(7.4) remains applicable. Taking into account this (discretised) size

distribution of the grains, I have classified the collection of spherical grains according to three
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Figure 7.1: The grain size distribution function derived by Hillert [118] in three dimensions

indices:

k corresponding to the grain size;

l corresponding to the composition of the grain, which enables to extrapolate the
model to mixed oxide fuels (e.g with UOy and PuOg grains);

m corresponding to the macroscopic annulus of the pellet in which the class of grain

is embedded (cf. intergranular module in § 7.2)

The intragranular diffusion equation (described below) is solved in each class or type of spher-
ical grain, rather than in all the grains of a pellet. The indices, however, will be omitted in

most of the equations for the sake of clarity.

7.1.2 The intragranular diffusion equation

The migration of the gas atoms in the fuel matrix during irradiation in a LWR occurs mainly
by atomic diffusion during irradiation at temperatures below ~ 1600 °C. A fraction precip-
itates into small intragranular bubbles and reduces the amount available for release. The
intragranular module is therefore based on a one-dimensional diffusion equation in spherical

coordinates:
9Cy (r,t)

ot

where C, represents the bulk concentration, Dy is the effective bulk diffusion coefficient in

= D AC, (1,t) + Sy (r,t) — ACy (7, 1) (7.6)

the UOg matrix (cf. Eq.(2.11) in § 2.4), S, represents the source term, and A is the radioactive
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decay constant of the species under consideration.

The partial differential equation is complete with a zero initial condition (C, (r,0) = 0)

and with two boundary conditions:

0C,

o 0, (7.7)
aC, _ Cap = Cy (Byr, 1) -
81. T:RgT (58 ’ ‘

where Cyp, denotes the concentration of gas atoms dissolved in the grain boundary, which is
provided by the intergranular module (cf. § 7.2), and d5 stands for the width of an imaginary
supplementary layer. The Neumann-type condition in Eq.(7.8) is a mathematical trick that I
have introduced in order to reduce the gradient at the grain face. This is especially needed in
the outer part of the fuel pellets, where substantial gradients may develop near the grain faces.
The value of §5, however, is so small (0.3 nm) that its effect on the mass balance is negligible
(cf. § 8.4.2.3). Note that the boundary condition at the grain face may vary linearly with
time according to the numerical routine applied for the solution of the intragranular diffusion
equation (cf. § 8.4). The central boundary condition in Eq.(7.7) reflects the symmetry of the
intragranular concentration profile. This results from the uniform grain face concentration

that I assume to prevail within each macroscopic annulus of the pellet (cf. § 7.2).

7.1.3 The volume diffusion coefficient

The single gas atom diffusion coefficient is rather poorly characterised. The most commonly
applied expression was originally proposed by Turnbull and co-workers [49]. Yet, the actual
measured values of D may differ from the Turnbull line by a factor of five up or down, at
any temperature [1]. This is reflected in the various expressions for the diffusion coefficient
applied in the FGR models reported in the open literature.

In the expression for the effective diffusion coeflicient (D.sy = D-b/(b+g)), I started with
the composite formulation for D used by Kogai [181]:

D =D, + Dy+D. [m?/s] (7.9)

where

D, = D¢ exp (—70000/RT) (7.10)

(7.11)

o | 7T6x10710+6.84 x 10792 by < 40GWd/t
¢ 7.6 x 10710 4-6.84 x 107°  bu > 40GWd/t

denotes the intrinsic diffusion coefficient which dominates at high temperatures (T > 1400 °C).
The second contribution dominates when 1000 °C < T < 1400 °C and describes diffusion via
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thermal and irradiation induced cation vacancies:

Dy=825,-V (7.12)
where

sy = QY3 = 3.4454 x 10710 [m] (7.13)
jo = 10" exp (—55200/RT) [s7!] (7.14)

24 7V, 4K'Z
— M 1+ - ;-1 (7.15)

27 Jv (ass2 + ZVg)

Vo = exp (—55200/RT) (7.16)

and where oy = 101 m~2, Z = 100, R = 1.987 cal/(mol-K), and K' =2 x 10~* s, The last

contribution to the bulk diffusion coefficient corresponds to the athermal term:

D.=2x10"2.F, (7.17)

where the fission rate density (F') is expressed in pm ™
(T < 1000 °C).

3571 and dominates at low temperatures

This composite formulation for D was originally proposed by Turnbull, although he did
not include the burnup effect. Kogai added a continuously increasing term with burnup in the

pre-exponential factor of the first “intrinsic” diffusion term in Eq.(7.11) to fit the data.

In line with the conclusions of Turnbull et al. [49], I have modified the equation of D for
stable gas release to take account of intragranular bubbles. More precisely, I have applied
the trapping (g) and re-solution (b) parameters proposed by White and Tucker [1], and later
implemented by various authors (e.g. [58,189]):

g = 4nTyDny (7.18)
= 3.03Fmugsy (7o + 0)? (7.19)

where L5
e = oo (7.20)

s (For + 00)

represents the intragranular bubble density [m~2], and
75 =5 x 10710 [1 + 106 exp (—8702.7/T)] (7.21)

is the mean bubble radius [m]. Furthermore, following the preliminary results of the FGR
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Figure 7.2: The effective volume diffusion coeflicient of inert gas atoms in UOy between 400 °C
and 1600 °C at a fission rate density of 109 m 35! according to Kogai [181] and Denis et
al. [58]. The diffusion coefficient according to Kogai is provided for two burnup values.

model (cf. § 9.3), I have applied the composite expression for D proposed by Denis et al. [58]:
D = D, + 4Dy + 4D, , (7.22)

where the burnup effect is omitted in D,. The athermal diffusion coefficient is still within
the band of reliable data presented by Matzke [16], and corresponds to the value proposed by
Turnbull et al. [9] (cf. Eq.(2.4) in § 2.3). The resulting Arrhenius plots of the effective volume
diffusion coefficients according to Kogai [181] and Denis et al. [58] are compared in Fig. 7.2.

7.1.4 The intragranular source term

The source term of the intragranular diffusion equation contains two contributions:
Sy (r,t) = Stis + Spes (1, 1) . (7.23)

The first part stems from the fission process, which is assumed to produce fission products
homogeneously in the grains at a constant rate during each time step. The overall yield y of a
given nuclide includes the contribution due to beta decay of the precursors in the mass chain

as well as the independent yield of the nuclide. Thus, the uniform stable gas generation rate

3
MI , (7.24)

is

Sps=y-p-F
fis y-p ngw‘s
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where y = 0.29 [269] and the factor u = 22.4 x 1078 umzas/6.023 atoms converts the units
of the concentration from a number of atoms to a volume of gas at standard pressure and
temperature.

Irradiation induced re-solution of gas atoms accumulated in the grain boundaries provides
the second contribution to the intragranular source term. Unlike the first uniform contribution,
the re-solution process only operates in a thin zone near the grain face, hence a numerical
solution of Eq.(7.6) is required. In seeking such a solution, it is possible either to assume
that all atoms undergoing re-solution are deposited at a characteristic depth dz from the
grain boundary [4] (cf. Fig. 3.1 p.41), or that they are precipitated uniformly throughout a
layer of thickness 20 [188]. More recently, Denis et al. [58] proposed a general distribution
function between Ry, and Ry, —20g with a maximum at r = Ry, — dg, although they did not
specify the distribution function. Furthermore, given the uncertainty pertaining to dg, I have
implemented the smeared model of Dowling and co-workers [188].

In order to compute S,.s according to the smeared model, it is necessary to determine the
number of gas atoms leaving the grain boundary per unit of time and the volume of the layer
in which the atoms are redistributed. If the rate at which gas atoms are knocked from the

grain boundary into the two adjacent grains is I',, then there are

r 47TR§T (égbv + égbb)

2
e (7.25)

atoms entering each grain with radius Ry, per unit of time, where C’gbv and C’gbb correspond to
the concentration of gas atoms dissolved in the grain face and accumulated in grain boundary
bubbles respectively, and Sy, denotes the specific surface of the grain boundaries. (The quan-
tities related to the intergranular module are defined in more detail in the following section).

The atoms undergoing re-solution are redistributed in a layer with thickness 2dg, hence

T R2, (Cypu (£)+Conp(t))
Spes (1,1) = 4S4,0r (R2,—2Rgr0p+50%)
0 0<r <Ry —20r

Ry — 20p <1 < Ry, (7.26)

7.2 Intergranular module

A proper description of the grain boundary behaviour of the fission gas atoms in LWR fuel is a
prerequisite for any fission gas release model. For example, the grain boundary bubble growth
and the ensuing interconnection determine the conditions for the so-called grain boundary
saturation, which in turn triggers the onset for (thermal) gas release. Accurate modelling of
the corresponding kinetics is thus crucial for the simulation of the incubation behaviour, as
well as the burst release phenomenon (cf. § 3.3.1 and § 3.3.3). Therefore, and in view of the

open questions and difficulties discussed in Part I, most of the attention has been devoted to
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Figure 7.3: Global structure of the intergranular module in the fission gas release model

the intergranular module of the fission gas release model.

The temperature is a key parameter for the fission gas release process. It determines
whether the fuel operates in an athermal (<1100 °C) or in a thermal domain [102]. In
accordance with this, I have subdivided the mechanisms involved in the intergranular module
in two classes (cf. Fig 7.3). The corresponding models have been developed and implemented

in two steps.

7.2.1 The grain boundary mechanisms in the thermal domain

In the thermal domain (> 1100 °C), lenticular gas bubbles develop at the grain boundaries
at a certain burnup level. The fission gas atoms are therefore considered to co-exist in two
phases at the grain boundaries. One fraction is dissolved in the grain face (Cyp, ), whereas the
other part is accumulated in bubbles (Cgpp). The ratio Cgpy /Cgpp may vary by several orders of
magnitude: e.g. from around 500 at 700 °C down to 10~ at 1500 °C. This strong temperature
dependency mainly reflects the diffusion controlled precipitation in the grain boundaries.
The grain boundary concentrations Cgp, and Cgpp, expressed per unit of volume of the
grain boundary, are converted to the quantities C’gbv and C’gbb respectively, in order to express

them per unit volume of the macroscopic solid:

cAvgbv = Cgbv5gbsgb (727)

~

Cop = CogbdgbSgp (7.28)

The conversion of units relies on two quantities. The first parameter is the grain boundary

thickness, dgp, which is in the order of 0.5 nm [83]. The second parameter is the specific surface
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of the grain boundaries in the polycrystalline material, denoted by Sg,. Since I consider the
oxide to be made up of a distribution of spherical grains, the specific grain boundary surface

is calculated in each macroscopic ring of the pellet with index m by means of

Niim (3R
Sgp(m) = w : (7.29)
k,l m

where I have accounted for the fact that the grain boundary is shared by two adjacent grains.
Ryim and Ny, denote the average radius and the number of grains of class (k,1,m), respec-
tively. N, may be inferred from the volume fraction of the grains of the corresponding type

(fkim), and the volume of the macroscopic annulus with index m (Vy,):

4
TreimVm = Niim (?Rilm> . (7.30)

The expression for the specific grain boundary surface therefore becomes:

3 Trim
Sop(m) = = E —. 7.31
gb( ) 92 — Rklm ( )

In the following, I describe the set of equations governing the two quantities C’gbv and C’gbb
in the UOq pellets.

7.2.1.1 General form of the intergranular equations

In the first version of the intergranular module, I have considered grain boundary diffusion
impeded by bubbles [255]. To this end, I have converted the flux of gas atoms along the grain
boundaries into an equivalent flux across a unit area of the pellet, in line with the model
of Levine et al. [270] for self-diffusion in polycrystals. My approach extended the idea of
Speight [57] for the gas behaviour in the spherical grains and resulted in a coupled system of
partial differential equations. It was mainly intended to assess the conditions for the transition,
from FGR assisted by grain boundary diffusion, to release controlled by bubble interlinkage.

In addition to the mathematical complexity, the first version of the intergranular module
suffered from two conceptual limitations. First of all, it did not take into account the radial,
circumferential and axial cracks in the pellet (cf. Fig. 7.4). Such cracks appear after the first
start-up of the reactor and provide a shortcut to the diffusion process along the grain bound-
aries on the scale of the pellet. In spite of this limitation, Kourti et al [87] have considered
grain boundary diffusion of cation vacancies from the pellet periphery to the pellet center in
their model for intergranular fuel swelling.

Second, the assessment of the intergranular migration distance of fission gas atoms leads to

the conclusion that long-range grain boundary diffusion to free surfaces cannot contribute to
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Figure 7.4: Diametrical cross section of a UOs fuel rod after base irradiation (left) and after
a power ramp (right), featuring radial and circumferential cracks.

their release (cf. § 6.4). Instead, it contributes on a local scale to grain-face bubble nucleation
and growth. This was supported by my simulation of the release observed in an instrumented
fuel assembly (1FA-519) of the Halden boiling water reactor [227,255]. I could not predict the
onset of release properly because the calculated release due to grain boundary diffusion was

too large during the initial irradiation at 15 kW /m.

Given the state of affairs described above, I developed a simplified version of the inter-
granular module. In this model, it is assumed that thermal release mainly takes place via
a three-dimensional tunnel network of interconnected grain boundary bubbles. Before this
occurs, there will be no (radial) transfer of gas atoms along the grain boundaries on the pellet
scale. I have therefore subdivided the cylindrical pellet into independent annuli (cf. Fig. 7.5).
In each annulus, I compute the release of the mean grain boundary bubble to the free volume
in the rod via a tube representing the escape tunnels (cf. Fig. 3.3 p. 44), in accordance with
Kogai et al. [186]. The decoupled annuli should be isothermal since the tunnel formation is

mainly temperature dependent.

An important consequence of the decoupling for the intergranular module was that I no
longer had to solve a diffusion problem in a cylindrical geometry; I obtained a system of
ordinary differential equations (ODE) in each macroscopic ring. One of the equations of the
set of ODE describes the evolution of the average bubble size in the macroscopic ring. I have
applied a conventional separation of nucleation and growth for the grain boundary bubbles,

leading to two different systems of ODE.
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macroscopic annulus

Figure 7.5: Schematic representation of the decoupled (isothermal) annuli of the pellet, as
applied in the macroscopic (intergranular) module of the FGR model.

Intergranular model for the grain boundary bubble nucleation phase An experi-
mental investigation of the intergranular bubble nucleation would require an analysis by means
of transmission electron microscopy. To my knowledge, such studies have been performed in

metals, but not yet in irradiated UOs.

The theoretical analysis of the nucleation and growth of gas-filled cavities on grain bound-
aries of irradiated materials should be tackled by means of the Fokker-Planck theory in order
to account for the statistical fluctuations in the clustering process [271,272]. Such an ap-
proach, however, can not be implemented in a straightforward manner in a model for fission

gas release.

Conventionally, the nucleation and growth stages are therefore separated in order to sim-
plify the mathematics [273,274]. Furthermore, the classical nucleation theory enables to
obtain terminal cavity densities in nuclear fuels [271]. According to scanning electron mi-
croscopy measurements grain face bubbles are nucleated at a number density on the order of
1 bubble/um?, and subsequent changes in the grain face porosity are due to bubble growth
rather than the nucleation of additional bubbles [184]. Kogai [181] implemented this sequence

of events in his model for fission gas release.

I have adopted the simplified approach of Kogai as well, since one of the objectives of my
fission gas release model is to describe the grain boundary saturation process, rather than
the nucleation phase. Nevertheless, his intergranular module contains an inherent numerical
problem in fresh fuel. Kogai avoided the description of the nucleation phase and considered
the bubble growth according to Eq.(3.7). As a result, he had to define an initial bubble radius
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containing a certain amount of gas, otherwise the bubble would shrink and disappear under
the influence of the surface tension and any other externally applied force.

In accordance with Kogai, I presumed that bubbles are nucleated at defects in the grain
boundary characterised by a radius (Rl?l) and a fixed number density (Cl?l)' This implicitly
implies that homogeneous nucleation is disregarded. However, rather than introducing an
arbitrary amount of gas in freshly nucleated bubbles, I assumed that a fraction of the gas
atoms reaching the grain boundary is captured by these nucleation sites, thereby creating a
vacancy-gas-atom cluster. When the amount of gas atoms accumulated in a cluster reaches
a critical value (IV;]') it becomes a so-called bubble. (The conditions for the switch from the
nucleation phase to the bubble growth phase are treated in more detail in § 7.2.1.3).

During the nucleation phase of the intergranular bubbles, the radius of the gas-vacancy
cluster is supposed to remain constant until the critical amount of gas atoms is build up. Until
then, the concentrations of the gas atoms dissolved in the grain boundary (C’gbv) and those

accumulated in the gas-vacancy clusters (Cgpp) are governed by the following coupled set of
ODE:

dC R

di’"’ = (1= ¢p)Ji— Jo — J — ACyho (7.32)
dcC R

2= i+ e — I = Mg (7.33)

where J; stands for the average out-coming flux from the grains, J denotes the flux due to
diffusion controlled precipitation in the grain boundary, and Js symbolises the fission induced
re-solution flux. The expression for each flux term will be derived in § 7.2.1.2 starting on page
127. As shown in Appendix E, the coupled system of ODE can be re-written in a simplified
form and may be integrated analytically over each time interval during which all coefficients

are constant.

Intergranular model for the grain boundary bubble growth and interlinkage phase
Once the critical number of gas atoms in the clusters has been exceeded during the so-called
nucleation period, the (lenticular) bubble can grow by means of a vacancy flow along the
grain boundary. The balance between the bubble internal pressure (P > 0), the hydrostatic
pressure (P, < 0) and the surface tension constitutes the driving force for the growth or
shrinkage of the bubbles [216].

The expression for the expansion of the lenticular bubbles is based on the model for void
growth on grain boundaries presented by Speight and Beere [218]. Yang et al. [222] verified
this model by means of small angle neutron scattering. Matthews et al. [220] and Hayns et
al. [221] have extended the idea of Speight et al. by considering gas filled bubbles rather than

voids. To include the presence of gas within the cavity, they simply included the gas pressure
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into the chemical potential of the cavity:

dVy B 27TQD§b(5gb
dt kT

2 sin9> 4
Ry (1— ¢w) (dor —3) — 2In gy’

<Pbl + Pp — (7.34)
where ¢y = ﬁRglel, and the radius of the lenticular bubbles in the grain face is related to
their radius of curvature by Ry = pysinf, where 8 = arccos (v4,/27) = 50° (cf. Fig. 2.4).

However, since the volume of a lenticular bubble is given by [194]:

47
Vi = —puf(0), (7.35)

where f(6) =1— % cos 6+ % cos® @, the bubble growth law can be expressed as function of the

radius of curvature of the grain boundary bubbles (py):

dpp Qdgy Dgp ( 2y )
= Py+P,— — )k 7.36
gt ~ 47 (0)kp TP} bl . (ow1) (7.36)

where

8(1—-9)
(¢—1)(3—¢)—2Ing
Matthews et al. [220] have compared their results on swelling in nuclear fuel successfully with
the experimental data of Zimmerman [215]. Kashibe and Une [223,224], as well as White [225]

have confirmed these findings more recently.

k(¢) =

(7.37)

The growth (and shrinkage) of bubbles entails two important modifications to the inter-
granular module; Eqgs.(7.32) and (7.33) are supplemented with an equation describing the
evolution of the bubble size and several supplementary flux terms are introduced. The set of

ODE governing the intergranular module becomes:

dpy; Qo Dy 2y

—_— = — T | P P —— |k 7.38

7 I 0)ks Tol, s + Ph . (¢w1) (7.38)
dcC R

di”” = (L—op)Ji —Jo — J¥ — Js — ACyne (7.39)
dc, R
d—ibb = ¢pJ1+ J2 — Jg + Jy — J5 — /\Cgbb (7.40)

where Jp, Jo and J3 correspond to the same fluxes as in Eqs.(7.32) and (7.33), J4 represents
the flux due to grain boundary bubble sweeeping, and Js denotes the gas flow through the
interconnected tunnel network of grain boundary bubbles. The expressions for the various
fluxes will be derived in the following section.

When bubble interlinkage starts off in the course of irradiation, that is when

Ry = R}, = , (7.41)
24/CP
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Figure 7.6: Schematic diagram to illustrate the change of the number density (Cp;) and the
surface fraction (¢p;) of the intergranular bubbles during the growth and interlinkage phase,
after Kogai [181].

the bubble surface fraction becomes constant while the bubble number density decreases, as
illustrated in Fig. 7.6. In contrast, the bubble number density remains constant and the
bubble coverage increases with Ry, before interlinkage.

In order to derive a set of ODE that apply both before and after interlinkage of the bubbles,
I have therefore expressed the different flux terms in the following section as a function of C’gbv,

~

Cybb, pyr and ¢y, where

TR2,CY Ry < R}
Po = { b " (7.42)
1 BuzRy
and 5
Cp = —2L 7.43
bl ﬂ'Rl%l ( )

7.2.1.2 Development of the different terms in the intergranular equations

The intergranular source term J; represents the average out-coming flux of a dis-
tribution of grains and is coupled to the intragranular module of the fission gas release
model. Since the pellet has been subdivided in independent macroscopic annuli (with in-
dices m = 1,2,... NRJ), I compute the source term in each of them separately. The flux of

gas atoms entering the grain boundary in each macroscopic ring with index m is given by:

] , (7.44)
r=Rgim

where the bracketed term represents the out-coming flux of gas atoms from a grain with indices

Niim 4 R2, 0 (Crim)
= 2| — mp,, —~_8m/
Jim E v, 5 kim 5

)

k,l

(k,1,m), multiplied by the grain boundary area, which is shared by two adjacent grains. Dy,
indicates the volume diffusion coefficient in the grain of type (k, [, m). The factor two in front

of the brackets in the right hand side of Eq.(7.44) accounts for the fact that fission gas atoms
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flow to or from both sides of a grain boundary.
The expression of Ji ,, can be re-written by means of the approximation in the microscopic

module for the concentration gradient near the surface of the grain (cf. Eq.(7.8)):

OCrim _ Cobw = Crim(Rpim, t) (7.45)
or PRy O
1| Cobo
= — — ims B |- 4
55 570500 Crim(Rkim, t) (7.46)
Consequently, the formula for Ji ;,, becomes
Jim (t) = Am (t) = BmCpy (t) (7.47)
where
Ap (t) = a > St Dyt Crim (Rrim, t) , (7.48)
ds <= Riim
3 frim
B, = Drim - 7.49
5nggb58 ; Rklm kim ( )

Diffusion controlled precipitation in the grain boundary The flux J, represents the
flow of gas atoms dissolved in the grain boundary to the intergranular bubbles by diffusive
capture. The flux is derived from the cell model with source term in § 5.4.4, more precisely
by inserting Eq.(5.30) in the first term on the right-hand side of Eq.(5.27):

~

8D gpdp (1 — dur) Cybw

2= (1— o) (por —3) —2Ingy | RZ

(7.50)

where I have applied a Smoluchowsky boundary condition on the bubble surface. The grain

boundary diffusion coefficient is given by:
Dy, = 6.9 x 10 exp (—322/RT) [m?/s], (7.51)

where the activation energy is expressed in kJ/mole. Eq.(7.51) is based on the expression for
the grain boundary diffusion coefficient of U-vacancies in UO», originally proposed by Reynolds
and Burton [86]. Following Kogai [181], I use this equation for gas atoms and U-vacancies

alike.

Fission induced re-solution at grain boundaries The fission fragments can re-dissolve
a fraction of the gas atoms accumulated in the grain boundary into the adjacent grains. The
rate at which this occurs is determined by the re-solution rate coefficient I', (s~!), which in

turn is linearly dependent on the fission rate density (F'). The resulting flux of gas atoms
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leaving the grain boundary bubbles can be written as:

J3 = JV4+Jb
= I (égbv + CAvgbb) (752)
where .
F
r,=T'"— (7.53)
Fref

and the reference fission rate density (F}., #) is taken at a linear heat generation rate of 20kW /m.

Grain boundary bubble sweeping In deriving the expression for the capture rate con-
stant for the flux of gas atoms precipitating in intergranular bubbles, I have neglected bubble
growth (cf. § 5.2). In order to account for the expansion of the grain boundary bubbles, I
introduced a supplementary flux term (Jy) of fission gas atoms dissolved in the grain boundary

to the intergranular cavities by bubble sweeping.

Jy can be assessed from the volume of the grain boundary swept by the growing bubbles

per unit of time:

ORy
ot

where Agy, represents the grain boundary surface. The rate at which fission gas atoms are swept

27 Ry ——2 Cyy AghO g (7.54)

by the growing bubbles is then obtained by multiplying the swept grain boundary volume by

the concentration of gas atoms dissolved in the grain boundary:

ORy,
2T Ry ——

Y L Co1 AgbOas Coto (7.55)

The flux Jy4 in turn requires the volume of swept gas atoms to be expressed per unit of volume

of the oxide, hence I replace Ay by Sgp:

ORy
ot

ORy
= 27TRleCbngbv (756)

Ji = 2mRy——CuSgpdgCobv

This term has been omitted by Kogai [181] but should only be accounted for when the
bubbles are growing, not when they shrink, e.g. due to the venting of the interlinked tunnel

network by gas phase diffusion (cf. J5). The expression for Jy therefore becomes:

@ 9pu A
J4 = { 2%8_210917’0

V
o

(7.57)

“EE

0

IN
o

where ¢y = wRilel and Ry = ppsin@ is the bubble radius in the grain face.
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Gas flow through the interconnected tunnel network As the grain boundary bubbles
grow, those which are close enough to the grain edges may vent their content to the free
volume of the rod. This gaseous flow through the tunnel network is incorporated in Js. In
line with Kogai et al. [181,186], the expression for J; is derived from the equation of Poiseuille
in a thin cylindrical tube, connecting the average bubble with the free volume as illustrated
in Fig. 3.3 on p. 44.

The equation of Poiseuille [177,185] provides a relationship between the viscosity of a gas
(n), the time () needed for a certain volume (V') of gas to be evacuated via the tube of length
L and radius a when the pressure at one side is P, and at the other side is Ps:

4

% - % . (7.58)
This expression is equivalent with the equation of Darcy in a porous medium [177,178,180].
Both are valid for the viscous flow of an incompressible fluid or gas under stationary conditions
[185], and assume that the fluid is inert with respect to the porous medium [177]. When the
gas pressure decreases, such that the mean free path of gas molecules (Agq5) becomes an
appreciable fraction of the dimensions of the pore or capillary tube radius, then the velocity
of the gas atoms will exceed that computed from Eq.(7.58). When the pressure decreases even
more, such that Agqs > a, then we have a free molecular flow or Knudsen flow [177]. In this
case, each gas species of a gas mixture undergoes diffusion according to the gradient of its
partial pressure, even when the total pressure gradient is zero across the tube.

In real situations, the average pore dimensions and the pressures are such that the ap-
plication of the continuous medium approximation can be justified [180]. Kogai and co-
workers [181, 186] applied the same approximation. It is important to note, however, that
at some stages of the development of the porous fuel structure, the channels can be rather
thin [102]. In this case, the gas flow is more of Knudsen type. Accordingly, there is a transi-
tion from molecular gas flow to the flow of a viscous fluid between the inlet and outlet of the
channels, which is very difficult to model [180]. In addition, there are several parameters that
remain poorly characterised (e.g. L, Py, etc.) and there is an unknown tortuousity factor. In
view of this, I have applied the simplified equation of Poiseuille, in line with Ivanov [180] and
Kogai et al [181, 186].

In the case of gas release in UOg through the tunnel network, I assume that P, = Py > P
in Eq.(7.58). The gas flow rate from the average grain boundary bubble in each macroscopic

ring to the plenum via the hypothetical thin tube can therefore be written as:

V. ViPy
t o’

(7.59)

where V; = ma*/8L.

The volume of gas leaving the bubble per unit of time can be converted to a corresponding
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number of gas atoms by means of the van der Waals equation of state®:
Py (Vor — Nyw) = NykgT (7.60)

where

Vi = N,Q, (7.61)

N, and Np; are the number of vacancies and gas atoms in the bubble respectively, (2 represents
the U-vacancy volume in the UOs-matrix, kp is the Boltzmann constant, and w stands for
the van der Waals constant for Xe (= 8.5x102? m3per atom). The rate of fission gas atoms

leaving the average bubble via the hypothetic fine tube thus becomes:

Nu _ Vu P
t t kpT + Pyw
|% P2
- t.___‘e (7.62)
n kT + Pyw

3

In turn, the flux Jj, corresponding to the total volume of gas atoms (umy,,

) leaving all
the intergranular bubbles per unit of time and per unit of volume of oxide (um3,) may be

inferred from Ny;/t by means of:

N,
Js = Tbl#Cblsgb
_ Vi PurCuSe (7.63)
n kT + Pyw '

The “volume” of the tube (V;) determines the conductance of the gas in the capillary tube
that represents the escape tunnels for release along the grain boundaries. The gaseous flow is
assumed to increase by the shortening of the tube and/or thickening of the tube. Therefore,
and because “the initiation of fission gas release often resembles this type of curve”, Kogai [181]

expressed V; as a product of two sigmoidal curves:

Vi =V f(du)9(0ess) (7.64)

where

10
flon) = 1—exp [— (%) ] ; (7.65)

#In line with Kourti et al. [87] and Veshchunov [74], only the van der Waals correction to the total volume due
to the unavailable volume of the gas atoms is considered. Cost et al. [275] discussed the different correction
factors to be considered in the calculation of the number of gas atoms per bubble of inert gas in a solid.
Kogai [181] applied the ideal gas law.
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9(oess) = 1-exp [— (‘M)m] , (7.66)

Oref

V2 = 10712um? is the maximum “volume” of the tube or the normalisation factor of V;,
¢* = 7/4 is the theoretical surface fraction of the grain boundary bubbles at which they
should all interconnect (cf. Fig. 7.6), o,y = 10 MPa, and the “effective” tensile stress acting
on the grain boundary oy is defined as the sum of the hydrostatic pressure imposed on the

bubble (compressive) and the bubble pressure (tensile):

i Phﬂ'R? + WRglel
Teff = mR2 — T('R%l
Ph + duilo
1 — oy

(7.67)

The two monotonically increasing functions f(¢y) and g(oess) reflect, respectively, the in-
fluence of the bubble surface fraction and the effective tensile stress on the conductivity of
the tube. As such, they will affect the kinetics of the fission gas release process. However,
the effect of P is accounted for twice in the fission gas release model of Kogai: once in the
bubble growth law (Eq.(7.38)), and a second time in the tube conductivity (Eq.(7.66)), which
is redundant. Moreover, according to Eq.(7.66) the release will also be enhanced in the case
of a compressive (negative) effective stress, which is unacceptable. In view of this discrepancy,
and because of the redundancy, I have eliminated the sigmoidal function g(oers) from the
expression for the tube conductivity in the course of the validation procedure of my fission
gas release model.

Finally, inserting the expression for V; in Eq.(7.63) the expression for Js becomes

Sep Py
o — ¢bl2f (¢e1) Sgv Py , (7.68)
VTp% (kpT + Pyw)
where Vo
P (7.69)

U = ,
26.693 x 10—19v/Mrsin? 6

where I have introduced the expression for the absolute gas viscosity expressed in (sN/um?):

vVMT

~Y _6
n = 26.693 - 10 2

(7.70)

where M represents the molecular weight of the gas atoms (131.3 for Xe), and ¢ symbolises
the hard sphere or collision diameter® of the gas (4.055 A for Xe).

PIn general, the attractive and repulsive interaction potential between molecules (e.g. the spherically
symmetric Leonard-Jones potential) entails a collision integral in the nominator of the expression for the
gas viscosity [276,277]. However, we have taken the collision integral equal to 1, that is we neglect the
intermolecular forces until actual collision occurs, in other words a molecule is approximated by a billiard ball.
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7.2.1.3 Conditions for the switch between the models for the nucleation and the

growth phase

There are two types of switches between the “nucleation” and “growth” phase of the grain

boundary bubbles that guarantee the reversibility of the intergranular module.

Switch from the nucleation phase to the growth phase The first type of transition
occurs when the amount of gas atoms accumulated in the so-called gas-vacancy clusters reaches
a critical value, denoted by ;. The definition of Ny is based on the corresponding critical
bubble pressure (Pg"). The bubble pressure is determined by means of the van der Waals
equation of state (cf. Eq(7.60)). The critical number of gas atoms is defined such that the
hydrostatic pressure (P, < 0) and the surface tension forces () are equilibrated by the bubble

pressure:

2

1%:-(&-{%, (7.71)
Py

where the tensile stresses are positive according to the classical convention, and Rgl = pgl sinf.

Eliminating Py from Eqgs. (7.71) and (7.60) yields the critical number of gas atoms in a gas-

vacancy cluster above which bubbles may grow:

2 Vi
Ny = - (Ph - o

ﬁ)[@T—w@%—%ﬂ'

Poi

(7.72)

This quantity is related to the concentration of gas accumulated in all the grain boundary
bubbles of the macroscopic annulus (C’;gb), expressed in volume of gas at normal temperature

and pressure per unit volume of the oxide, by the following relationship:

Catp = Ngi' - Cui - Sgp - 1 - (7.73)
The expression for the gas concentration in the gas-vacancy clusters at which grain boundary

bubbles start to grow may thus be written as follows:

®b1Sgh 4f(0)u
. 2 b)
kT — w (Ph _ i%)} 3sin“ 6

bl

A;:Zb = — (Pupy — 2v) [ (7.74)

where I have accounted for the lenticular shape of the grain boundary bubbles.

Switch from the growth (shrink) phase to the nucleation phase During the bubble
growth phase of the intergranular module, I solve the set of ODE made up of Eqgs.(7.38)-(7.40)
along with an algebraic constraint, which corresponds to the condition for the transition. In

particular, when the radius of the bubbles, calculated by means of Eq.(7.38), reaches a certain
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lower limit, I assume that the nucleation phase starts over again. This can happen when
the grain boundary bubbles shrink due to release via the tunnel network (J5), fission induced
re-solution or radioactive decay. The lower limit for the grain boundary bubble radius of

curvature is set to pj; = pgl .

7.2.2 The grain boundary mechanisms in the athermal domain

The open surface of the fuel pellets provides an easy escape route for the gas atoms. In the
previous sections, I described how at high temperatures (> 1100 °C) release mainly occurs
via an open tunnel network along grain boundaries resulting from the precipitation, growth
and interconnection of gas filled bubbles. At low temperatures such grain boundary bubbles
are absent, hence athermal release takes place at the open surface resulting e.g. from the
fabrication process [13,14,152]. In addition, Dehaudt and co-workers [102] pointed to the
appearance of fine channels along the grain edges above certain burnup values, even when
lenticular grain face bubbles are absent. A certain fraction of the grain boundary surface may
thus be in contact with the open void at low temperatures, although gas filled grain boundary
bubbles are not yet established. This portion of the grain boundary will be referred to as the
athermal open porosity fraction, since it mainly affects fission gas release at low temperatures.

Several fuel performance codes for LWR fuel account for the initial porosity distribution in
their fission gas release models empirically [152,172,173,210]. Tayal et al. [155] introduced
an empirical relationship for the fraction of the grain boundary bordering on the grain edge
tunnels - assumed to be connected to the open void - as a function of burnup in CANDU fuel.
The subject of the present section is to describe how I have accounted for this athermal open

porosity fraction in my model for fission gas release in LWR fuel.

7.2.2.1 General form of the intergranular equations

In a second step of the development of the intergranular module, I have considered two in-
dependent types of cavities at the grain boundaries. On one hand, there are the gas filled
bubbles resulting from fission gas precipitation as described previously. They cover a fraction
(¢p) of the grain boundary surface. On the other hand, there is the athermal open porosity
fraction resulting from the fabrication process and the grain edge tunnel formation. This open
porosity covers another areal fraction (¢,) of the grain face.

As illustrated in Fig. 2.5 on p. 35, a part of the gas atoms arriving at the grain boundary by
volume diffusion are released directly when impinging on this athermal open porosity (¢, J1).
Another fraction is accommodated in the gas filled bubbles (¢ J1), and the remainder is
dissolved in the grain boundary [(1 — ¢p; — ¢4) J1]. The athermal open porosity fraction thus

affects the set of ODE governing the intergranular module, both in the nucleation phase:

dCyby

o (1 — o — ¢g)J1 — Jo — J3 — Aé’gbv, (7.75)
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dCypp

o = it I8 = XCyp , (7.76)
as well as in the growth phase:

dpy Qdgp Dgp ( 27)
- Py+Py— L) k() 7.77
i kg Tps \J T (dw1) (7.77)

dCyby .

dib = (1—=¢p—a)J1 —Jo— J3 — Js — ACygpy , (7.78)

dC .
di”” = pui+Jo— T2+ Js— Js — ACypp - (7.79)

Rather than introducing another type of cavity at the grain boundary, I could have assessed
an initial radius of the gas filled bubbles (Ry; (t = 0)) as a function of the initial open porosity
fraction. However, in this case there would only have been release when the temperature was
high enough for gas atoms to form interconnected grain boundary bubbles, because only then
are they assumed to be in contact with the open volume in the rod. The introduction of ¢,
enables gas atoms to be released, irrespective of the fact that gas filled bubbles are created
along grain boundaries (cf. Fig. 2.5). As a result, gas atoms can be released during a very
low temperature irradiation with low-density fuel, that is with a large initial open porosity
fraction [13,14].

7.2.2.2 Evolution of the athermal open porosity

Having explained how I account for the athermal open porosity fraction in the intergranular
module, I have to describe how I compute ¢,.

The athermal open porosity fraction has two contributions:

¢a = ¢af + ¢at ’ (780)

where ¢,; corresponds to the open porosity fraction of the fabrication process, whereas ¢q¢
reflects the establishment of fine grain edge tunnels due to the grain boundary segregation
effects at temperatures between ~ 600 °C and ~ 1000 °C [102]. The athermal open poros-
ity fraction therefore needs to be calculated as a function of the fabrication as well as the

irradiation parameters.

Athermal open porosity in fresh fuel The fabrication process determines the open poros-
ity in fresh fuel pellets. In particular, this porosity is closely related to the density of the pellets,
as illustrated in Fig. 7.7.

The initil open porosity is mainly situated at the pellet periphery. Nevertheless, I assumed
it to be uniformly distributed in the pellet since the latter will crack after the first start-up,

entailing the opening of a fraction of the initially closed porosity in the pellet [279]. Moreover,
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the open pores can be associated with flake-like pores, observed in plane microstructures by

means of a scanning electron microsope, which extend longer into the interior of the pellet [278].

In order to infer an order of magnitude for the portion of the grain boundary surface occu-

0
open’

I refer to a model for the open porosity in the sintering process of crystalline solids [280,281].

pied by the initial open porosity (¢? #) from the corresponding volume fraction, (AV/V)

According to this approach, the individual grains are assumed to possess a uniform average
size and shape. The grain is represented by a polyhedron tetrakaidecahedron (cf. Fig. 3.1
on p. 41) because it has the smallest interfacial area in a polycrystalline compact for a given
grain size. The features of the open pore phase structure are such that the pores may be
approximated by a continuous cylinder along the three-grain edges of the polyhedrons. The
aerial fraction of the grain boundary occupied by the tunnel network can therefore be written

in terms of the corresponding volume:
AV’ AV°
of = 1.054 (—) —0.6190 <—) : (7.81)
open open
where I have accounted for the fact that three adjacent grains share each grain edge tunnel.

The representation of initial open porosity by fine grain edge tunnels has the advantage
of providing an identical model for the athermal open porosity due to the fabrication process

and that due to grain boundary segregation effects (cf. Eq.(7.80)).
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Figure 7.7: Volume fraction of open porosity, ( open’

as a function of the fabricated pellet
density according to Song et al. [278].



INTERGRANULAR MODULE 137

The influence of densification The contribution of as fabricated open porosity is expected
to be less important with increasing burnup because in-pile densification reduces the total
porosity and therefore also the open porosity [152]. Accordingly, I assumed that the fraction
of original porosity which has annealed out in the course of irradiation equals the fraction of
initial open porosity fraction which has annealed out (fgens)-

The experimental investigation of Freshley et al. [226] revealed the different factors affecting
densification: the temperature, the burnup, the fission rate as well as a combination of the
initial density, the pore size distribution and the grain size. The ideal situation is thus to
have a fundamental model for densification covering a wide range of fuel operating conditions
and fuel characteristics. Assman et al. [282] and Suk et al. [283] proposed four densification
zones with different mechanisms for each. However, values for the parameters involved are not
always well known. Therefore many code developers have implemented empirical expressions
for the fraction of the original porosity which has annealed out as a function of the local
burnup, the absolute local temperature and the grain radius [152,284,285].

I have applied a modified version of the empirical relationship suggested by Jackson et
al. [285] for LWR fuel:

faens (T, bu, Rgy) = o [1 — Bexp (—aibu) — (1 — B) exp (—azbu)] (7.82)

where as = 1.5x107% (MWd/kgUO3) 1, a1 = 100 a2, @ = 2exp [(T — 773) /300] /Ry (um) 1,
and S = 5.12exp (—5100/T) /a. The modification was necessary in order to increase the
annealing out of porosity at high temperatures. The resulting densification is depicted as a
function of burnup in Fig. 7.8 for a grain radius of 8 um and for different temperature levels.

Finally, it should be underlined that the densification process of fabrication porosity is
irreversible. Therefore, I have implemented fg.,s as a monotonically increasing function of

burnup:

fdens(bui) = max[fdens(bui—l)a fdens(bui)] ) (783)

where the index i corresponds to consecutive time intervals during which the temperature

remains constant and fgens is calculated according to Eq.(7.82).

Athermal open porosity in high burnup fuel For the time being, | am not aware
of systematic measurements regarding athermal open porosity due to the grain edge tunnel
development as a function of burnup in LWR fuel. There are only experimental indications
that, above ~ 600 °C for burnup values in excess of 22 MWd /kgU and up to ~ 1250 °C for
burnup values in excess of 10 MWd/kgU, fine grain edge channels with a diameter less than
a few tenths of a um can be observed in LWR fuel [102]. More recently, Lippens et al. [207]
indicated similar observations in the cold zone of a pellet (0.5 < R/Rpeper < 0.8).

Hering [152] described the burnup dependence of fission gas release due to tunnel forma-
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Figure 7.8: The fraction of initial open porosity fraction which has annealed out as a function of
the burnup for a grain radius of 8 um and different temperature levels, according to Eq.(7.82).

tion at grain edges empirically as a function of burnup for various temperatures. Tayal and
co-workers [155] also suggested an empirical increase of the open porosity with the burnup
in CANDU fuel. Dehaudt and co-workers [102] attributed the development of fine grain edge
channels to segregated atoms in the grain boundaries. In line with their assumption, I con-
sider a linear increase of ¢, with the concentration of fission products dissolved in the grain

~

boundary (Cygpy):

0t [1 = faens (T, bu, Ryy)| + - Cgpy T > 600°C

0 .., - (7.84)
af [1 — fdens (T, bu, Rgr)] T <600°C

ba (T7 bU,Rgr) = ¢af + Pat = {
I account for the fact that grain edge tunnel development has not been observed below ~ 600 °C

[102], whereas densification has been observed even at temperatures as low as 400 °C [226].

7.3 Discussion of the fission gas release model

7.3.1 Comparison with other models

When introducing a new model one should emphasise its distinct features in comparison with
existing models. I have already summarised and discussed the models for fission gas release
from the open literature in chapter 3 . At present, I can complete this discussion by comparing
them with my own approach. Nevertheless, I have restricted the present comparison to those

models that consider the kinetics of the intergranular behaviour.
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A conventional comparison of models is made (e.g. in the framework of a benchmark
or a round-robin exercise) in terms of their performance. However, regardless of its own
shortcomings, the outcome of a fission gas release model strongly depends on the performance
of the other modules of the code in which it is being incorporated [13]. As a result, it is
difficult to draw definite conclusions from such an exercise. Accordingly, I will mainly discuss
the features of the different models for fission gas release.

Several theories [92-96,105] only considered grain boundary diffusion to the open surface,
and disregarded the intergranular bubble formation in their intergranular module. These
models were therefore only applied to very low burnup fuel (cf. § 6.1), since they are not
applicable to burnup levels achieved in commercial LWR fuel rods [257].

Another important group of models (e.g. [58,107]) relies on the original work of White and

Tucker [1]. The main differences of my model with respect to the latter are:

e [ allow for a two-directional coupling of the kinetics of intra- and intergranular gas
behaviour, both before and after the onset of release, instead of applying a correction
factor to the Booth flux (cf. § 3.2.2.2).

e Gas atoms are considered to co-exist in two phases at the grain boundaries (cf. § 7.2.1),
rather than simply being precipitated in bubbles. Grain boundary diffusion has been
incorporated on a local scale in order to contribute to intergranular bubble growth (cf.
§ 6.3.4.3).

e Rather than using a fixed radius for grain boundary bubbles (~ 0.5 pm) with an in-
creasing number density, | consider an increasing radius and a constant number density
before the onset of thermal release, and a reduction of the number density accompanied

by bubble growth once their interconnection begins (cf. Fig. 7.6 p. 127).

e [ account for the effect of the hydrostatic pressure on the kinetics of fission gas release,
in accordance with several experimental observations [109, 113, 186, 211,215, 224] (cf.
§ 3.3.4).

e The open porosity resulting from the fabrication process is represented by means of a
mechanistic model, based on the sintering process of polycrystalline solids (cf. § 7.2.2.2),
instead of computing the equivalent Booth sphere radius with an empirical relationship
(cf. § 3.3.5).

It should be underlined that in his most recent model for fission gas release, White [225]
considers many of these modifications as well.

The last group of models introduced an equation based on Darcy’s law, describing explicitly
the gaseous flow through the porous medium. Hoffman et al. [176], O’Caroll et al. [179] and

Ivanov [180] considered the non-stationary gas transport through the porous pellet only in



140 MODEL DESCRIPTION

the radial direction. Furthermore, while the gas transport equation contained the source term
associated with the flux of atoms leaving the grains, their model disregarded entirely the
coupling with the intragranular module in the opposite direction. Lastly, they did not touch
on the bubble growth or shrinkage. Consequently, their concepts are inadequate to describe
the onset of release.

In view of these considerations the formalism of Kogai [181] appeared to be the best
starting point for the development of my model (cf. § 3.4). Nevertheless, I had to introduce

several innovations and apply a few corrections:

e Trapping and irradiation induced re-solution processes associated with intragranular
bubbles have been incorporated explicitly in the effective bulk diffusion coefficient (cf.
Eqgs.(7.18) and (7.19)).

e The coupling between the intra- and intergranular modules is completed by the intro-
duction of fission-induced re-solution at the grain faces (cf. Eq.(7.26)), and by using the
time-varying grain boundary concentration in the boundary condition for the intragran-
ular module (cf. Eq.(7.8)).

e The bubble sweeping effect during intergranular bubble growth has been implemented
as an additional mechanism for precipitation of fission gas atoms in the grain boundary
(cf. Eq.(7.57)).

e The formalism for intergranular precipitation is based on a cell model with a source
term in two dimensions (cf. § 5.4.4), rather than on an isolated particle approximation
in three dimensions (cf. § 5.4.5) according to which the capture rate was underpredicted

by an order of magnitude [251].

e Unlike Kogali, I treat the intergranular cavities consistently as lenticular bubbles in all
the expressions (e.g. in the bubble growth law, the volume calculation, etc. ) and I
apply the van der Waals equation of state instead of the ideal gas law (cf. § 7.2.1.2 and
§ 7.2.1.3).

e The influence of the hydrostatic stress on the tube conductivity in the intergranular
module (cf. Eq.(7.64)) has been eliminated since it was redundant and physically unac-

ceptable (even compressive stresses were considered to foster bubble interconnection).

e [ have introduced an athermal release mechanism that can reproduce the observations
at high burnup and low temperature, where grain boundary bubble interconnection is
not established (cf. § 7.2.2). Furthermore, it allows to account for another important
fabrication parameter, namely the open porosity fraction (cf. § 3.3.5), while it enables to
eliminate the burnup dependency of the bulk diffusion coefficient in the model of Kogai
(cf. Eq.(7.11)).
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Finally, unlike in the model of Kogai and White, I considered the grain size distribution in

order to avoid overprediction of the released fraction [30,96] (cf. § 3.2.3).

7.3.2 Limitations of the model
7.3.2.1 Transient release

The validity domain of the present model is limited to normal steady state operating conditions
in a PWR. Abrupt temperature or power variations may provoke macro- and micro-cracking
in the pellets [14,149-151]. I have not incorporated the influence of cracking along grain
boundaries in the evolution of ¢,. Cracking does not give rise to a gradual increase of the
athermal open porosity as described in Eq.(7.84). Instead, it entails the sudden opening of a
fraction of the grain boundaries with the instantaneous venting of the corresponding portion of
accumulated gas atoms. Ideally, including this effect in a FGR model would require the precise
knowledge of the local conditions (e.g. stress, temperature, etc.). Given the uncertainties
pertaining to some of those parameters, most authors accounted for the cracking phenomenon
in an empirical manner [13,153-155].

Very recently, Losonen [137] pointed out that the use of a conventional effective diffusion
coefficient in the grains according to Speight [57] might lead to an underprediction of the release
under transient conditions when pronounced bubble coarsening takes place. Nevertheless,
the lack of an effective numerical method to solve the resulting set of non-linear differential
equations hinders its implementation in a mechanistic model for fission gas release.

Last but not least, when the local temperature levels attained in the pellet during a severe
transient are sufficient to cause restructuring (~ 1600 °C), there is a need to account for grain
boundary sweeping in the release process (cf. § 2.9 and § 3.2.3). Unlike the models of Kogai
and White, my model disregards this mechanism. For that reason, it would underpredict the

release fraction under such circumstances, irrespective of the shortcomings mentioned above.

7.3.2.2 Ultra high burnup release

Three experimental data points have recently been indicated [192] below the empirical Halden
curve (cf. Eq.(3.5)) at burnup levels between 50 and 60 MWd/kgUQO;. Several codes have
introduced a burnup dependent diffusion coefficient [171,173|, or they considered an empirical
dependence of the athermal released fraction on the burnup [172,210] in order to explain the
decrease of the release threshold at high burnup values. Turnbull [192] has also considered the
re-solution probability at the grain boundary bubbles to decrease with burnup.

My formalism for athermal release through the fine grain edge tunnels provides an alterna-
tive explanation. It is in line with the observations indicated recently by Lippens et al. [207]
in the cold zone (0.5 < R/Rpeier < 0.8), i.e. where the temperature exceeds ~ 500 °C but

remains below ~ 1000 °C. In this region, athermal diffusion dominates and is sufficient to
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transport gas to the grain boundaries such that fine grain edge porosity develops after a given
burnup, although grain face bubbles are not reported [102,207].

The condition applied in Eq.(7.84), however, implicitly implies that my fission gas release
model does not treat the so-called rim structure in UO; pellets at very high burnup [201-204].
Accurate modelling of the release processes in this region would require the precise description
of the athermal restructuring in the bulk of the material with the concomitant formation of
large intragranular pores [204,237,286]. Nevertheless, the release from the rim region appears
to be limited and is only relevant at ultra high burnup (>70 GWd/tM) [207,208].

7.4 Summary and conclusions

I have developed a new mechanistic model for the release of fission gas to the free volume
in LWR fuel rods. The concept embodies the underlying basic mechanisms operative under
steady state conditions, couples the kinetics of the intra- and intergranular behaviour of the
gas atoms in both directions (cf. Fig. 2.5), and includes important fabrication parameters such
as the grain size distribution as well as the open porosity fraction. As a result, it provides an
excellent tool to assess the contribution of each mechanism, as well as the influence of each
parameter individually (cf. Chapter 9).

The model is developed in two separate, but coupled, modules. The first module treats
the behaviour of the fission gas atoms on a microscopic scale, i.e. in spherical grains with a
distribution of grain sizes. This module considers single atom diffusion, trapping and fission
induced re-solution of gas atoms associated with intragranular bubbles, and re-solution from
the grain boundary into a few layers adjacent to the grain face. It determines the source term
of the second module.

The second module considers the transport of the fission gas atoms along the grain bound-
aries to the free volume in the fuel rod. Five mechanisms are incorporated: diffusion controlled
precipitation of gas atoms into bubbles, grain boundary bubble sweeping, re-solution of gas
atoms into the adjacent grains, gas flow through open porosity when grain boundary bubbles
are interconnected, and segregation of gas atoms in the grain faces leading to the formation
of fine grain edge tunnels when the temperature remains below ~ 1100 °C.

According to the present model, the release of fission gas is determined by two different
components: an athermal and a thermal release component. The former is determined by the
athermal open porosity fraction, which in turn has two different contributions. First of all it
depends on the initial open porosity fraction resulting from the fabrication process, which is
modified by in-pile densification. Secondly, it is assumed to increase due to grain edge tunnel
formation.

The thermal release component is controlled by the formation of an interconnected tunnel

network of grain boundary bubbles. These channels are established as soon as the temperature
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and the burnup are high enough so that a sufficient amount of gas atoms have precipitated
into the intergranular cavities. The growth of these bubbles takes into account the effect of
the hydrostatic stress on the grain boundary bubble size. Therefore, the present model is able
to handle burst release due to the lowering of the pellet clad mechanical interaction and/or
the thermal stress distribution during power reductions.

The athermal open porosity fraction enables release at low temperatures where fission gas
filled bubbles at grain boundaries, resulting from diffusion controlled precipitation, are not yet
developed. Consequently, it provides an alternative explanation for the decrease of the release
threshold at high burnup, rather than introducing an increase of the bulk diffusion coefficient,

or a reduction of the re-solution rate at the grain boundaries.
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The fission gas release model that was presented in the previous chapter has been imple-
mented in a programme of approximately 30 subroutines. This chapter discusses the structure,
solution scheme, and the major subroutines involved in the solution scheme of the programme.

The most important issue for the programme implementation is the reduction of the cal-
culation time, while assuring sufficient precision. The running time should be limited because
of the large number of fuel performance calculations required in code validation and licensing
procedures. The precision on the concentration profiles, in the order of 0.1 %, is imposed by
the experimental values of fission gas release under normal operating conditions, generally in
the order of a few percent. In this context, I will justify the choice of both the numerical
routines and the corresponding parameters of the major modules of the programme. In ad-
dition, I will highlight the special features that were necessary to guarantee the programme

convergence, and assess their influence on the precision of the outcome.

8.1 Global solution scheme

The model for fission gas release presented in the previous chapter has been implemented by
means of the flowchart illustrated in Fig. 8.1 . The modular structure of the programme
ensured a flexible implementation and facilitated the step-wise developments.

The flowchart begins with the case setup, following through the different loops, and ending
with output. KEach of the key modules will now be discussed, following the chronological

structure of the flowchart.

8.2 Programme initialisation

The first portion of the flowchart has to do with case setup and initialisation, which is handled
in the subroutine PROGRAMINIT. This includes reading input data and initialising the fixed
physical variables such as the pellet dimensions, the mean grain size, ... along with the fixed
numerical parameters such as the convergence criterion for the grain boundary concentrations
(cf. §8.4.2, § 8.5 and § 8.6).

In the second step of the programme initialisation, a subroutine (GENMESH) is called in
order to generate the macro- and microscopic mesh points, and in order to compute the
corresponding volumes. Before generating the grid points in the collection of spherical grains,
however, I needed to define the discrete grain size distribution based on Eq. (7.4), which is
carried out in a distinct subroutine (GRAINSDISTR).

The grain size distribution is divided in NRK groups. Each group with index k (k =
1... NRK) is characterised by a minimum and a maximum radius, R]gc,lmm and RI;}maw re-

spectively. They are chosen at regular intervals between between 0 and 2R, (cf. § 7.1.1):
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Figure 8.1: Simplified flowchart of the programme for the fission gas release calculation.
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‘ type of mesh ‘ formula ‘ index ‘
equidistant Ti = Ti—1 + l]’\?—}% 0
equivolume T = {'/ x?_l + (b;,?f 1
dichotomic (1/2) | @; = 3 [z;i 1+ (b—a)] | 2
dichotomic (2/3) [ @; = £ [z; 1+ (b—a)] | 3

Table 8.1: Four different mesh types for the micro- and macroscopic geometries.

ng}maw — R]gc,lmm = 2R./NRK. The average radius of the grains in group k is given by:

k,max
Ry,

leg,Tmzn RQTP (RQT) ngT

ngﬁ:;lmaz
J P (Rgr) dRg,

k,min
Ry

RE = Vi,m (8.1)

where P (Ry,) is derived from the Hillert distribution function presented in Eq.(7.4). The
volume fraction of the grains in group k is computed by means of
nge;‘maz 3

2R RS, P (Ry,) dRyy

frim = Yi,m. (8.2)

The computation of the grain size distribution is needed for each index [ = 1,2, correspond-
ing to the composition of the grain, as well as for each index m = 1.--- NRJ, corresponding
to the macroscopic rings. However, in the present state of the model, I have only considered
a single composition (UO3), hence from = 0 Vk,m. The extension of the model to MOX
fuel would require, among others, to account for the presence of Pu-rich agglomerates [91]
wherein a high fractional release may occur that is accompanied by the formation of large
pores [98,287]. The structure in these agglomerates is sometimes even very similar to the
rim structure observed in high burnup UOg fuel [98] (cf. § 7.3.2.2). For the time being sev-
eral simple FGR models have been proposed for MOX fuel rods [154,173]. Proper mechanistic
modelling of FGR in MOX fuel requires additional research.

The next step in the subroutine GENMESH is to determine the micro- and macroscopic
grid points and to compute the corresponding volumes. Four different mesh types have been
implemented and are indicated in Table 8.1. For the macroscopic grid, I have chosen an
equivolume type of grid (cf. § 8.5) with a = Rpope = R1 < -+ < Ry < ---RNRJ+1 =
Ryeitet = b, whereas in the grains, I have adopted a dichotomic (1/2) type of mesh with
a=0=ry---<ry<---<rygv41 =0 (cf. §8.4.2).

The final step in the subroutine for the mesh generation is related to the implementation of
the intragranular source term due to re-solution (cf. Eq.(7.26)). In order to model accurately
the steep concentration gradients in the vicinity of the grain boundary, it was necessary that

mesh points be bunched close together in that region (cf. § 8.4.2). To this end, the dichotomic
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Figure 8.2: Schematic representation of the re-solution zone and the grid near the grain face

mesh type provided the most appropriate solution. However, the resulting mesh size at the
grain face (~ 15 nm) is typically smaller than 26r (~ 40 nm). Therefore, the re-solution
process at the grain boundary will deposit gas atoms in more than one layer, more precisely
in those with an index i (1 <¢ < NRV) between NRL and NRV (cf. Fig 8.2). I determined

NRL in two steps. First, I found out the intragranular annulus ¢ for which
ri < Rgp — 20 < Tiq1 . (8.3)

In a second step, I verified whether the volume between r;;; and (Rg, — 20g) is smaller or
equal to the volume between (Ry, — 20g) and r;. If such is the case, then NRL is set equal
to ¢ + 1, otherwise NRL is set equal to ¢:

3.3
i

i+1 (Rg —20r)° >
i (Rg —20g)* <

NRL = (8.4)

3,3
i

After the computation of the different grain radii (Rg, = R—’g“r) and the corresponding
volume fractions (fgi,) by the subroutine GENMESH, it is possible to calculate the specific
surface of the grain boundaries in each macroscopic annulus of the pellet according to Eq.(7.29)
in the subroutine PROGRAMINIT.

Following the subroutine PROGRAMINIT, another subroutine (INITLSODAR) is invoked in
order to allocate values to the fixed numerical parameters of the subroutine for the intergran-
ular module described in section 8.6.

The programme initialisation is ended by the subroutine INIT1STEP, wherein the initial

concentration profiles are allocated. There are two possibilities: either the fission gas release
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calculation starts in fresh fuel, in which case the concentrations are zero; either the re-start
option is being used, in which case the concentration profiles of a previous calculation are

used.

8.3 Coupling with a general fuel performance code

Proper testing of a fission gas release model requires its coupling with a general fuel perfor-
mance code - or simply the code - in view of the interrelationship with other phenomena.
However, given the large calculation time consumed by a mechanistic model for FGR, the
coupling is generally one-way. More precisely, the code provides the radial distribution of the
temperature, the fission rate density, the burnup, and the time-step length on input for the
stand-alone version of the fission gas release model. There is no feed-back from the stand-alone
FGR model to the code.

The coupling of the FGR model with the fuel performance code is required at the begin-
ning of each macroscopic time-step (Atpqcr). These time-steps correspond to periods in the
irradiation history of the fuel rod during which the temperature as well as the fission rate
density are deemed constant.

I have implemented the coupling with a general fuel performance code in two stages. In
a first phase, I employed the temperature distribution generated by the FTEMP2 code of the
OECD Halden Reactor Project [288]. This programme is very easy to use and assesses the
radial temperature distribution in a LWR fuel rod, taking into account the porosity fraction,
the enrichment, the neutron spectrum, etc. [267]. Nevertheless, the discretisation of the radial
distribution is different in the FTEMP2 code from that in the FGR model. For this reason, and

in line with Nakamura et al. [211], I have assumed a parabolic temperature distribution in the

R 2
l Bpellet

where the central and surface temperature, T, and T respectively, were provided by FTEMP2.

pellet:
T(R) =T+ (T. — Ty)

(8.5)

A further simplification in the first stage of the model implementation came from the

normalised fission rate distribution in the pellets (f) [289], which was taken to be independent

of burnup: ‘
()= @) 4@ 8.6
F) Fag [y ¢)ydy (50
where
¢ (x) =1+0.4at, (8.7)

x = R/Rpeitet, and Favg corresponds to the pellet averaged fission rate density. Equation (8.6)
bore consequences on the radial distribution of the source term for fission products and the

local burnup accumulation as well, since both are proportional to f .
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The last simplification in the first phase was related to the hydrostatic stress distribution.
In line with Kogai, who inferred the hydrostatic pressure from the local clad deformation [181],
I have introduced a constant and uniform value across the pellet in each case.

In a second stage of the coupling with a general fuel performance code, I have used the
COMETHE code [173] from BELGONUCLEAIRE to provide on input the radial distribution of
the temperature, the power and the burnup in the pellets, as well as the pellet-clad contact
pressure [290]. As such, I was able to avoid the simplifications for the temperature and the
power distributions introduced in the first stage. In addition, the pellet-clad contact pressure
was used as a (rough) estimation for the hydrostatic stress distribution in the pellet. A more
representative approximation of the local hydrostatic pressure requires the precise knowledge
of the radial temperature distribution, irradiation and thermally induced creep, gaseous and
solid fission product swelling, etc. . An attempt to obtain a better assessment of the hydrostatic
stress distribution was presented by Nakamura et al. [211]. Yet, an accurate calculation is still
not available [219)].

Finally, the coupling of the fission gas release model with the COMETHE code requires the
development of an interface, the subroutine COMETHE INPUT. This routine not only handles
disparities in the order of the arrays, it mainly serves the purpose of adapting the units of the

fission rate, temperature, burnup and hydrostatic stress distributions.

8.4 Implementation of the intragranular module

The implementation of the intragranular module warrants special attention, both for the
precision and the running time. The former requirement is due to the fact that the majority
of fission gas atoms remain within the grains under normal operating conditions. Since the
fraction of released gas atoms is generally in the order of a few percent, it is desirable to obtain
a precision on the balance calculation of fission gas atoms in each grain in the order of 0.1%.
The second requirement stems from the large number of times the subroutine is invoked by the
main program. This, in turn, is due to the loops on the different classes of grains (k,1) in each
macroscopic ring m, as well as to the convergence loop on the grain boundary concentrations
(ICONV). The two requirements are conflicting in the sense that, increasing the number of
meshes and reducing the time-step length might be beneficial for the precision, but not for
the calculation time.

Keeping in mind the constraints of precision and running time, it was necessary to address

two important (generic) questions:

1. Which numerical technique/routine should I apply to solve the mathematical problem
at hand?

2. How can I determine the value of the numerical parameters used by this routine in order

to comply with the constraints?
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These questions form the subject of the two following sections.

8.4.1 Determination of the numerical routine

The mathematical problem for the intragranular module described in § 7.1 is non-linear. This
arises mainly from the boundary condition and the re-solution effect near the grain face. The
non-linearity makes the use of a numerical method inevitable; analytical solutions can only be
obtained under certain simplifying conditions [291].

The routine selected for the implementation of the intragranular module (PARDI) has been
developed at BELGONUCLEAIRE and provides an approximate solution for the one-dimensional
Sturm-Liouville equation in different geometries [292]. It rests on the restricted variational
principle of Lebon-Lambermont [293], which is combined with Kantorovitch’s separation of
variables in order to reduce the partial differential equation to a set of ordinary differential
equations. Euler’s implicit partial integration method is then applied to this set of ODE. For a
more detailed description of the numerical technique, I refer the interested reader to previous
applications of the subroutine to problems of heat transfer [294,295] and Pu-homogenisation
in Mox fuel [91].

Verbeek [296] and van Vliet [297] enumerated the main advantages and draw-backs of
the different numerical techniques on hand for the diffusion equation in one dimension. The
main advantages of variational techniques are their short computational times, their simplicity
and the fact that the solutions are given in analytic forms. Moreover, a judicious choice
of parabolic trial functions of the radial variable in the separation of variables allowed to
obtain the local concentrations, together with the average values in each finite element. This
simplified the balance calculation after each time step, more precisely the volume integration
of the concentration profile in each grain (cf. § 8.7). Finally, the implicit Euler technique
for the time-integration required minimal computer memory - since it is a one-step method -
while it assures unconditional stability for every time-step length. For these reasons, I have

also employed the PARDI routine to solve the diffusion equation in each class of grains.

8.4.2 Determination of the numerical parameters

The numerical parameters required on input of the subroutine PARDI amount to five: the
type of mesh (MESHCYV), determined by the index in Table 8.1; the number of rings in
every grain (NRV); the number of microscopic time steps (NT'); the microscopic time-step
length (DT); and the size of the imaginary supplementary layer near the grain face (J5). It
should be underlined that the last parameter affects the intergranular module as well (via the
intergranular source term, see for instance Eq.(7.48)). Furthermore, NT or DT should be
optimised, since they are related by Atpeer = NT x DT.

Testing the influence of these parameters on the precision of the subroutine PARDI has

already been undertaken previously [91]. Nevertheless, the former analysis was limited for
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various reasons:

e Only the precision has been taken into consideration while the calculation time has been

disregarded.

e The precision (P) was assessed by comparing the analytic solution (Ce,) with the nu-
merical result (Cpypm) in each mesh point and using the Euler norm of the corresponding

vectors:

\/ZNRV - C:Lum)
= log
iy (Ciy)?

This is a measure of the number of exact figures in the numerical result. Yet, it is

(8.8)

less correlated to the precision on the fraction of FGR in comparison with the precision
defined by Eq.(8.9) below.

e The influence of the imaginary supplementary layer width (Js) on the balance of the

fission gas atoms has not been investigated.

e The test design was based on the one-factor-at-the-time approach, which is both very
slow and can lead to misleading results when important interactions exist between several

parameters.

A properly chosen set of tests should therefore be carried out in order to optimise NRV,
NT (or DT), MESHCYV, and Js. Their optimisation involved several steps, which will be
outlined in the following sections. For the sake of brevity, however, I will merely describe the
methodology and summarise the results. The reader is referred to an internal report of 168

pages [291] for a comprehensive description of the optimisation procedure.

8.4.2.1 Phase 1l

Criteria for the optimisation Two responses were used as criteria for the optimisation of
the parameters. The first criterion is the running time of PARDI, more precisely the central
processing unit (CPU) time. The second criterion is the precision of PARDI after a certain

period of time:

= log ‘

where Qpum and Q. are the balance of fission products in a single spherical grain obtained
by means of PARDI and an analytic solution, respectively.

Two analytical solutions, describing the concentration profile in a single spherical grain
with both constant and uniform parameters (source term and diffusion coefficient), have been
developed [291]. One solution dealt with the stable isotopes whereas the second solution
concerned the radioactive fission products. The initial condition and the boundary conditions

were similar in both cases :
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e a zero concentration gradient in the centre of the grain in view of the symmetry;

e a zero concentration at the grain boundary, which corresponds to the most severe con-

dition from the numerical point of view (because of the large concentration gradient);

e a uniform initial concentration (6,) in the grain.

Integrating the concentration profiles over the volume of the grain yielded the expression for

Qez as a function of time [291]:

Sy | 4r s 8R2r 1 n?m2D,
Qec (t) = 7~ {gRgr 3 > P |~ t
v n=1 gr
8R3.0, | X 1 n’n?D
gr-v v
— — -t 8.10
z nzlngexp( . ) , (5.10)
for stable fission gas atoms, and
8R3, | & g exp (—"2”317“ t)
Qurlt) = 52 Y e MY S
er - v
n=1 TL2 (H2E§D + )\) n=1 TL2 (nzg# + A)
gr gr
SR, | X 1 n?m2D
—At gr v

for radioactive fission gas atoms. The non-uniform contribution to the intragranular source
term is disregarded:
Sy =Sps=y-pu-F. (8.12)

The precision of PARDI defined by Eq.(8.9) is more suitable in comparison with the pre-
cision according to Eq.(8.8). Indeed, the relative error on Q.. is more closely related to the
relative error on the released fraction of gas atoms, in comparison with the Euler norm of the

relative error on the concentration in each mesh point.

Parameters under consideration There were only three numerical parameters that could
be taken into account: NRV, DT, and MESHCYV. The effect of the supplementary layer
width (ds) could not be assessed because it is impossible to obtain an analytical solution
including this parameter. Furthermore, J; affects the intergranular module as well. Therefore,
the optimisation of §; should consider its influence on the (global) FGR calculation, instead of
its effect on Q.. alone.

In addition to the numerical parameters, there were four physical parameters under con-

sideration: the number of Fourier (8 = W)

, where I have used Ry, = 8um; the fission
rate density or source term (S, ); the decay constant of radioactive species (A); and the initial

concentration (6,).
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Case | B| F| X |6, | NRV | DT | MESHCV

1 JEEN U I _ N
2 - =-1-1+] + [+ [+
3 - +]+]-1 - [+ [+
4 -+ [+[+] + [ =-1-
5 +[-1+1-1 + [ -1+
6 +[=-1+1+] - T +1-
7 +[+]-1-1 + [ +1-
8 +[+]-1+1 - 1T -1+

Table 8.2: Test matrix corresponding to the Lg (27) Taguchi procedure, which served as the
basis for the experimental design in first phase of the intragranular parameter optimisation.
The + and — sign correspond to the maximum and minimum value of the parameter, respec-
tively.

It should be pointed out that I made use of the number of Fourier (3) in the first phase,
unlike in the second phase where I employed the relative diffusion coefficient (D, = D,/ Rgr).
This is one of the modifications made in the course of the iterations between the several
phases of the precision tests. This change, however, did not affect the conclusions of the first
phase [291].

Test matrix In order to assess the influence of the 7 parameters on the intragranular module,
I have assigned an upper and lower limit to each parameter. There was only one exception,
namely M ESHCYV, for which there are four different values (cf. Table 8.1). Assessing the
influence of the 7 parameters mentioned above by means of a full factorial design, would thus
require 4 x 26 = 256 tests.

In order to reduce the number of tests and to determine the most important parameters,
I applied a fractional factorial method, in particular the Taguchi approach [298-300]. This
method basically consists of choosing a limited number of representative tests in a systematic
manner. The test matrix for the first phase of the intragranular parameter optimisation
according to the Lg (27) Taguchi procedure is indicated in Table 8.2, where the + and — sign
correspond to the maximum and minimum value of the parameter, respectively.

The most interesting feature of the test matrix is the orthogonality, i.e. the equal number
of + and — signs in each column. This assures an equilibrated analysis since it is the only
fair way to allow averaging out the effect of all remaining parameters when estimating one
particular parameter effect. Indeed, the magnitude of the effect of each parameter is assessed
by means of an analysis of means, using several response tables (i.e. a table for the precision
and the calculation time). Since the parameters have 2 levels, the magnitude of the effect of
each parameter is computed as the difference between the average response for both levels.

The upper and lower limit values for the parameters are tabulated in Table 8.3. The range

of the physical parameters is representative of normal and off-normal irradiation conditions
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| Parameter | unit | min (-) | max (+) |

B - 10~10 1

F #/um3, /s 1 20

A -1 1079 1

01) ,umgas/:umiav 0 20
NRV - 22 21

DT s 6.2 x 10% | 6.4 x 10*
MESHCV - Oorl 20r3

Table 8.3: Range of the parameters for the first phase of the intragranular parameter optimi-
sation

in nuclear fuel [291], and is extremely high in comparison with the variation of the numerical
parameters. The maximum value of NRV = 16 is limited by the dichotomic test, since the
outer layer has a width on the order of 25,’3‘% = 0.24 nm, which is less than the lattice
constant of UOy (= 0.547 nm). The outer layer width is also determined by the grain radius.
The latter has been fixed to 8 um, which is a representative average value for LWR fuel.

The parameter M ESHCV may have 4 different values: 0/1/2/3. However, unlike in-
dicated in Table 8.1, the indices correspond respectively to the equivolume / equidistant /
dichotomic / sinusoidal type of mesh during the optimisation of the intragranular module.

The latter type of mesh is defined by:

ri =11+ (Rgr —71) - sin [%} ) (8.13)

In order to follow the Lg (27) Taguchi procedure indicated in Table 8.2, the parameters
may only have two different values (min. or max.). In order to cope with the four values of
MESHCYV, I have therefore reproduced the same table, though with different values for the
parameter M ESHCYV . More precisely, I have used 0 and 2 for the minimum and maximum
values of the parameters M ESHCYV in the first 8 cases, respectively, while in the subsequent
8 cases, [ employed 1 and 3.

Finally, in order to increase the total number of tests - thus improving the statistics of the
results - I performed a supplementary series of 16 calculations with a matrix containing the
opposite signs. In this way, I preserved the orthogonality of the tests, while the total number

of tests was raised to 32.

Conclusions of the first intragranular phase From the precision tests in the first phase
of the optimisation of the intragranular numerical parameters, the dichotomic mesh type
emerged as the best choice in terms of precision and required running time. An equidistant
mesh type would require too much grid points in order to achieve the required precision near
the grain face (e.g. [58] Ar = dr/4 ~ 5.5 x 1073 um).
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The results also revealed the predominant role played by the time constants (i.e. the
relative diffusion coefficient or the number of Fourier, and the decay constant) in comparison

with the other physical parameters, for the optimisation of the numerical parameters.

8.4.2.2 Phase 2

Objective  Having fixed the type of mesh in the first phase, the objective of the second
phase consists of determining the optimum value of the two remaining numerical parameters,
namely NRV and DT. The former is a fixed parameter and will be determined first. The
optimum value of DT, denoted by DT},4:, corresponds to the upper limit of the time-step
length in order to ensure that the precision remains below 1 %. DT, is a function of the

time constants D; and A, hence it is very likely to vary during the irradiation history.

Criteria for the optimisation For the determination of the optimal number of meshes
(NRV), the same optimisation criteria have been used as in the previous phase. For the
subsequent determination of DT;,4,, however, an improved criterion has been applied: rather
than considering the precision at the end of a certain number of time steps, I monitored the
worst precision during the entire irradiation period. This was necessary since the precision
may evolve over time (cf. third phase in § 8.4.2.3).

In a first attempt, [ used 1000 time steps which proved to be sufficient for the stable fission
products in the third phase [291]. For the radioactive fission products it turned out that I
needed 10000 time steps. However, the total time step length is limited to 108 s (~ 3.2 years).
Whenever the total time step length with NT = 10000 exceeds this maximum, I limit N'T so
as to assure that NT x DT < 108 s. The number of time steps used in the second phase has
been justified in the third phase (cf. § 8.4.2.3).

Parameters under consideration In addition to the two numerical parameters, NRV
and DT, there remain only two (predominant) physical parameters: the number of Fourier
(B) and the decay constant of radioactive species ().

It should be pointed out that I make use of g = D; X t for the determination of NRV,
whereas for the determination of DT, I employ the relative diffusion coefficient (D;) instead.
This is one of the modifications made in the course of the iterations between the three phases of
the precision tests. Nevertheless, this change does not affect the optimum number of meshes,
since I have varied both the relative diffusion coefficient and the time step length (cf. test
matrix for NRV).

The results in the first phase revealed that the other physical parameters, S, (or F) and
0,, did not affect the precision nor the calculation time substantially. Accordingly, I have
disregarded their variation and applied nominal values ( 6, = 10 umzas /um3, and S, =

1.116 x 1077 pmzas/pmgw/s [291]). Given the reduced number of variable parameters, I was
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Case | B [A(s!)|Dy(um?/s)| NT |DT(s)| AB |

la 10719 [ 1071 10-13 10% 6.4 10714
1b 1073

Ic 1074

1d 10°°

le 107

2a 10°% | 107! 107? 104 6.4 10-10
2b 103

2c 104

2d 10~°

2e 107

3a 107 | 1071 5x107% [ 2x10% 6.4 |5x107Y
3b 1073

3c 104

3d 10°°

3e 107

4a 1 10! 106 10° 640 10°°
4b 1073

4c 1074

4d 10~°

4e 107

Table 8.4: First test matrix for NRV in the second phase of the optimisation procedure for
the intragranular parameters

able to refine the tests, as explained in the following section.

Test matrix for NRV For the determination of the optimum value for NRV, I have used
two successive test series. In the first series of calculations NRV varied between 2 and 32,
whereas the other variables are tabulated in Table 8.4 . The results suggested an optimum
value between 8 and 16.

In the second series, I refined the loop on NRV by using NRV =8+1i¢ (i =0,2,...8).
I also included the stable fission products (A = 0) as cases 1f, 2f, 3f and 4f. Furthermore, I
compared the results obtained by means of the dichotomic and the sinusoidal mesh type in
order to corroborate the choice of the mesh type in the first phase. Finally, despite the fact
that the time-step length is the subject of a more detailed analysis below, I assessed the effect
of multiplying DT by a factor 100 in order to ascertain whether the optimum value of NRV

remained valid.

Conclusions from the tests for NRV From all the loops on NRV, encompassing both
dichotomic and sinusoidal mesh types with two different values of DT, I could draw the

following conclusions:
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e The dichotomic mesh type with NRV = 10 constitutes a good compromise for stable
fission products, that is we can assure a precision better than 0.1 % on the balance of

fission products in a grain, with the lowest running time.

e For radioactive species we can use the dichotomic mesh type with NRV = 10 as well,
although the time step length should be adjusted in order to reach a precision < 0.1 %

in some cases. This is the subject of the tests on DT in the following section.

e With this optimum mesh it is necessary to redistribute the re-solution effect of fission
products near the grain face over several meshes, since the outer layer thickness is smaller
than the width of the zone in which fission products are redissolved (cf. 26g ~ 40 nm
in Fig. 8.2 on p. 149).

Test matrix for DT The assessment of the most favourable value of the microscopic time
step-length (D7T,4,) involved several iterative phases. At each iteration, I used the previous
approximation and multiplied/divided this value by several factors. The range of these factors
decreased as the number of iterations increased. The iterations were stopped as soon as the
precision remained below 0.1% for all cases.

The range of the decay constant for radioactive fission products has been extended ac-
cording to the table of half-lives: from A = 107257 ! (e.g. for '3* Cs: half-life = 2.06 y) to
A =10"257! (e.g. for % Kr: half-life = 32.2 s). Fission products with a decay constant
9 g1

smaller than 10~ are considered to be stable. Stable and radioactive fission products

have been considered separately.

Test matrix for stable fission products For stable fission products, I determined
the worst precision observed during 1000 time steps, as a function of the relative diffusion
coeflicient D; only. (The number of time steps has been adapted in a few exceptional cases
so as to assure that At = NT - Dt ~ 108s [291]). The worst precision should be < 0.1%.

The range of D;j has been extended in order to cover normal and off-normal irradiation
conditions in nuclear fuel. More precisely, I considered linear heat generation rates between
15 kW/m and 40 kW /m, entailing temperatures between 320 °C and 1800 °C and fission rate
densities on the order of 7 /um?2,/s to 19 /um3,/s [291]. In addition, I increased the range of
the average grain size (3 um < Rgr < 20 pm). These modifications resulted in an extended

range for the diffusion time-constant: log D; =-6,-7, ..., -16.

Test matrix for radioactive fission products For radioactive fission products, I de-
termined the worst precision after 10000 time steps as a function of the diffusion time-constant
(D) and the decay time-constant (). The higher number of time-steps in comparison with
the stable fission products turned out to be necessary from the results in the third phase (cf.
§ 8.4.2.3).
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‘ coeflicient ‘ value ‘
co —9.285772207129352E+4-0
e —3.431221707808452E+0
Cy —5.047761333560376E—1
Cy —4.338539004830606E—2
¢y —1.305526806383873E—3

Table 8.5: Table of coefficients for the fitted polynomial curve in Eq.(8.14), providing DTy4e
for stable fission products as a function of D;j

The range for D;j is the same as for the stable fission products. The range of the decay
constant has been extended as indicated above. The choice of the intermediate values for A
are also chosen so as to ensure a uniform distribution over the whole range: log A = -2, -3, ...
-9.

Summary of the results from the tests for DT,

DT,,.. for stable fission products For each value of D;, I determined the maximum
time-step length (DT, ) for which the precision on the balance of fission gas atoms in a grain
remains lower than 0.1% during 1000 time steps. Various types of regression functions were
then experimented with in order to fit these data points. The polynomial regression function
of fourth order appeared to provide the best fit [291]:

k
y=10g DTpnaz = » - a", (8.14)

n=0

where = = log D;. The coeflicients have been reduced by a uniform factor, ¢; = f - c; (i =
0,1,...4) with f = 0.956, in order to ensure a predicted DT},q, which is lower than or equal to
all the data points. The coefficients c; are tabulated in Table 8.5 and the resulting expression

of DT 4e for stable fission products is represented in Fig. 8.3.

DTyp4r for radioactive fission products In the case of radioactive species, I analysed
the data points by means of a multivariate polynomial regression, resulting in an 8" order

polynomial in two dimensions:
z =10g DTee = 2z (z,y) — A, (8.15)
where

z(z,y) = {[(cow+cly+62)-y+03+04w+05w2] -y+06+07w+08x2+09:v3}-y+...

o4 C36 + C37 + 3877 + c307° + capr?t + ca12® + canx® + cazx” + caga® (8.16)
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Figure 8.3: The maximum time-step length (DT,,,;) for the intragranular calculation of stable
fission products as a function of the relative volume diffusion coefficient (D;) The crosses
correspond to the original data points, the line corresponds to the fitted curve calculated by
means of Eq.(8.14).

and z = log D;, y = log A and the coeflicients are listed in Table 8.6. Rather than reducing
the coefficients by a constant like for the stable species, I substracted a constant A = 0.13 in
order to guarantee that the predicted values of DT},4, according Eq.(8.15) are smaller than
or equal to the corresponding data points on which the fit was based. The surface of DTyqz

for radioactive species as a function of D; and A is depicted in Fig 8.4.

Conclusions of the second intragranular phase I have carried out a large number
of refined tests on NRV, encompassing both dichotomic and sinusoidal mesh types with two
different values of NT', in order to determine the number of meshes in the intragranular module
of the FGR model. I conclude that the dichotomic mesh type with N RV = 10 constitutes the
best compromise. With such a mesh, I can assure a precision better than 0.1% on the balance
of fission products in each grain (Qpym) with the lowest calculation time, provided that the
microscopic time-step length is limited. To this end, I have performed a large number of
refined tests on DT as well. From these results, I inferred an empirical relationship for DT,
as a function of the intragranular time constants (D;j and A), both for stable and radioactive
fission products. The upper limit for DT guarantees a relative error on Qym < 0.1% during

1000 or 10000 time steps for stable or radioactive fission products respectively.
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‘ coeflicient ‘ value ‘ ‘ coeflicient ‘ value ‘
co —9.726356292150720E—5 93 2.703155453612770E+0
c1 —2.642530444429950E—4 Co4 2.622043136481450E—2
co —1.205993579701880E—2 Co5 —2.143757735736280E—3
c3 —2.298000777595980E—1 C26 —1.021041972822180E—4
C4 —2.970206138267060E—3 Cca7 —5.667568025591090E—6
cs 1.499046865674880E—5 Cog —2.560926531870830E+0
C6 —2.228745343619100E+0 C29 —9.860196324326560E+0
cr 1.151328503944800E—2 c30 —1.796716800284540E+1
cg 4.949238610871230E—3 c31 —3.682743034482680E+0
Cy 1.343778692272090E—4 C32 —3.582547671058840E—1
c1o 1.109993604804510E+1 c33 —1.987556180171330E—2
c11 8.230359973095480E—1 C34 —5.966441634799570E—4
c12 9.266495044369160E—2 c35 —7.078147210950530E—6
c13 1.577576255885780E—3 C36 9.143938773098550E4-0
C14 —4.420185760511950E—5 c37 —8.352821012503730E+0
c15 —2.329520619083500E+1 c38 —7.860247838212520E+0
C16 8.208849095553270E+0 c39 —4.356138077349660E—1
c17 7.452838465877210E—1 C40 1.588847983546950E—1
c1s 1.375607851771750E—2 cq1 2.863832492136440E—2
C19 4.193498587228680E—5 C42 2.089810585105110E—3
c20 1.818372680590780E—5 Ca3 7.372098612948640E—5
c21 7.875099833577020E+0 Ca4q 1.017131873909760E—6
C29 3.419088915288380E+1

Table 8.6: Table of coefficients for the fitted polynomial curve in Eq.(8.15), providing DT ,44
for radioactive fission products as a function of D, and A
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logDT ez

Figure 8.4: The maximum time-step length (D7T},,,) for the intragranular calculation of ra-
dioactive fission products, as a function of the relative volume diffusion coefficient (D) and
the decay constant (\), according to Eq.(8.15)

8.4.2.3 Phase 3

Objective  Unlike the two previous phases, the third phase does not aim at optimising the
values of the remaining numerical parameters since they affect the intergranular part of the
fission gas release model as well. Instead, the objective of the present section is to assess their

influence on the intragranular module and to point out the dominant parameters.

Parameters under consideration There are four physical parameters under considera-
tion: D;, A, I'; and 6r. The variable numerical parameters in the third phase amount to two:
the width of the supplementary imaginary layer (ds) and the criterion for the convergence on

the grain boundary concentration (CRIT,opy).

Approach The influence of the parameters on the intragranular module is assessed by mon-
itoring the evolution of the relative error on the total balance of fission products in a closed
system. The system consists of one spherical grain (Ry. = 8 um), surrounded by a closed
grain boundary layer (d4, = 0.5 nm). None of the fission products are allowed to escape; they
can only disappear by radioactive decay.

Fission products generated in the grain will diffuse to the grain boundary. The fission
products accumulating in the grain boundary are subjected to a flux of fission fragments. As
a result, they have a certain probability per unit of time, denoted by I';, to re-enter the grain.

This mechanism entails a supplementary source term in a zone adjacent to the grain face and
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has been implemented by means of the smeared model (cf. § 7.1.4 and § 8.2).
The total amount of fission products created during the irradiation in the single grain

(Qproa) is governed by a simple balance equation®:

derod _

dt y'F'Vgr_A'Qproda (817)

where V, = %“Rgr. Integrating Eq.(8.17) over time yields

— Stis Co=A
Qe 1 5 1y 35

Stis
Qprod (0) + L= - Vg, - t A=0

Qprod (t) = { (818)

where Spis =y - p - F. The value of Qprod is compared with the sum of the fission products
remaining in the grain, provided by the subroutine PARDI, and those remaining in the closed

grain boundary layer [291]:

dc,
79” ~ Ao - Cgp + A1 - Cy (Ryr) (8.19)
where
D, L,
Ao = LD 8.20
0 og 2 TN (8.20)
D
A = v 8.21
! Js - bgb (8:21)

The computation of the relative error on the balance of fission products is performed
after each time-step. However, the results are printed in the output file only after N,es time-

intervals: .

10 10° < NT < 103
101 103 < NT < 104
102 10* < NT < 10°
103 105 < NT < 108
10* 105 < NT < 107
10° 10" < NT

Nres =

\
Nyes thus corresponds to a "sampling frequency" of the output signals, which is determined

by the total number of time steps.

Test matrix The parameters to be investigated are limited to six: D;, A, Iy, Ogr, 65
and CRIT,on,. Taking for each parameter five different values we would have 5 = 15625

calculations to be performed with a full factorial method. In order to reduce the number of

#The units of Qproq differ from those of the concentrations in that Qproq is expressed in a number of fission
products rather than in a volume of gas
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case || D, [ A [T, | 6r | 6 | CRIT ono

1 1 |11 1|1 1
2 1122 ]2 |2 2
3 1131313 |3 3
4 1 141444 4
5 1 {55 |5 1|5 5
6 2 1112]3 1|4 5
7 2 1213|415 1
8 2 1314 |51 2
9 2 1415|112 3
10 2 /51|23 4
11 3 13| 5|2 4
12 3 1214|113 5
13 3 1315|214 1
14 3 1411 ] 315 2
15 3 151241 3
16 4 (11425 3
17 4 12|53 |1 4
18 4 131 |42 )
19 4 1412 |5 |3 1
20 4 1513 |14 2
21 5 |11 5|43 2
22 5 |21 1] 5 |4 3
23 5 |31 2115 4
24 5 1413 |2 |1 5
25 5 |51 4] 3 ]2 1

Table 8.7: Test matrix for the third phase of the intragranular parameter optimisation accord-
ing to the Los (56) Taguchi procedure. The numbers indicate the levels of each parameter in
each case.

tests it is recommended to apply the Taguchi method Los (56) with 25 orthogonal arrays (cf.
Table 8.7).

The five different levels for each parameter enabled me to perform an analysis of means,
i.e. to compute the average response (e.g. precision or calculation time) for each parameter
(e.g. D) at each level (e.g. level 4). Such an analysis of means, in turn, allowed me to point

out the dominant parameter(s).

The choice of the different levels for each parameter is chosen so as to ensure a uniform
distribution over the whole range. The range of each parameter is indicated in Table 8.8.
Like in the previous section, the range of the physical parameters is representative of normal
and off-normal irradiation conditions in LWR fuel. The re-solution parameters are chosen
according to values mentioned in the literature [1,58, 67|, except for the range of the re-

solution probability at the grain boundary (I';), which has been extended by one order of
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‘ parameter ‘ unit ‘ level 1 | level 2 level 3 level 4 level 5
D, st [ 10716 | 1013 1011 109 107
A s1 0 1079 10~ 104 102
T, s 11108 [5x10°6 10° [5x10°° 104
SR pm | 1072 [ 5x 1072 | 107! [5x 107! 1
Ss pm | 107% [ 2x107* [ 3x107* [4x107* | 5 x 10~*
CRIT.on, | - 1078 1077 10~ 10~° 10~*

Table 8.8: Different levels of the parameters for the third phase of the intragranular parameter
optimisation

magnitude. (The re-solution parameters are not very well characterised since they can not be
measured directly).

The range of the numerical parameters has been established as follows. The upper limit
of the criterion for convergence is determined by the required precision. The lower limit of
CRIT,ony is limited by the best precision which can be obtained, and has been adapted during
several successive tests. The range of the supplementary imaginary layer is chosen so as to
assure that 1 A < §, < dgp(= 5 X 10~4um).

Conclusions of the third intragranular phase The main objective of the third phase was
to examine the effect of those parameters that may not be assessed by means of an analytical
solution in the grain alone (A, I';, dgr, ds and CRIT¢pn,). They influence the intergranular
module as well. Therefore, I studied their effect on the balance of fission products in a closed
system consisting of one spherical grain surrounded by a grain boundary.

From the analysis of means, the influence of §; and CRIT,,, on both the precision and
the running time (or number of required iterations) turn out to be limited. However, their
optimum values have to be determined by assessing their effect on the FGR model since they
influence the intergranular module as well. This is the subject of section 8.6.

The most important physical parameters are D; and )\, in other words the microscopic
time-step length DT'. This parameter affects the precision of the grain boundary concentration
through the boundary condition, since I assume that C, (Rgy) evolves linearly® during DT in
Eq.(8.19).

The precision of the grain boundary concentration is important for the precision on the
balance of fission products in the grain, especially at large values for D;. This results from
the coupling, in particular from the boundary condition and the re-solution effect at the
grain face. For this reason it appears necessary to analyse the influence of the intergranular
parameters through their effect on the fission gas release model. Additionally, I should verify

the appropriateness of the intragranular time-step control in the FGR model. Indeed, the

PNote that a similar assumption is made in the fission gas release model; not only in the third phase of the
intragranular parameter optimisation.
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subroutine used to solve the intergranular module subdivides D7}, internally as a function
of the required precision, which is provided on input as well (cf. § 8.5). The outcome of this
routine, however, may depend on DT},4.

Finally, it should be underlined that the precision tests in the third phase were performed
in a closed system. Consequently, the fission products accumulate in the grain boundary
without being released. This entails an overprediction of the grain boundary concentration
(Cgp), which in turn engenders an overestimation of the importance of the precision of Cgj as

well as the re-solution effect®.

8.5 Implementation of the intergranular module

There are two possible situations for the intergranular module, depending on the state of
the grain boundary bubbles; either they are still in the nucleation phase, either they are
established and may undergo growth or shrinkage. In the first situation, the grain boundary
concentrations of fission gas atoms are given in analytic form (cf. Appendix E). In the
second situation, the grain boundary concentrations are governed by a coupled set of ordinary
differential equations (cf. § 7.2.2.1). In order to implement these equations, I have to address
the generic questions listed in § 8.4.

In addition to the questions brought about by the implementation of the set of ODE, there is
the problem of implementing the transition between both phases of the intergranular module.
This is the subject of the following section. The choice of the routine for the implementation

of the set of ODE will be discussed in the subsequent section.

8.5.1 The switch between the two phases

There are two types of switches between the “nucleation” and the “growth /shrinkage” phase
of the grain boundary bubbles that guarantee the reversibility of the intergranular module.
Their implementation is schematically represented in Fig. 8.5.

The first type of transition occurs when the amount of gas accumulated in the gas-vacancy
clusters reaches a critical value, Agzb, during the nucleation phase (cf. § 7.2.1.3). In practice,
I introduce a margin on the condition for the switch, i.e. instead of the value computed in
Eq.(7.74), T use C'gcgb (1 + Aégbb). This margin is necessary in order to overcome a numerical
problem in the bubble growth phase, more precisely to prevent never-ending switching back
and forth between the two phases. Its influence on the balance of fission products has been
assessed but turned out to be negligible (cf. § 8.6).

In order to find out whether the transition occurs during a time-step between ¢, and t.,
I compare C’gbb (te) with Agl’;b (1 + Aé’gbb). When the critical value is reached or exceeded,

°This is especially valid for stable fission products when the intragranular diffusion coefficient is high.



168 MODEL IMPLEMENTATION

Start intergranular

calculation
No S cr Yes
pbl pbl
M
bubble bubble growth
nucleation (or shrinkage)
initialise initialise
bubble growth nucleation
A Yes Yes

ACT AN Ccr
Carn™ G146 Py <Py (1- 4R,

g gbb bb)

;

End intergranular
calculation

Figure 8.5: Global flowchart of the intergranular module, featuring the transitions between the
nucleation and the growth /shrinkage phase of the grain boundary bubbles during a microscopic
time-step.
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I determine the time at which this occurs. To this end, I compute the root of the non-

linear function F (t) = C’gbb (t) — A;Zb (1 + Aé’gbb) in the interval t; < t, < t., by means
of a combination of the Newton-Raphson and the bisection method. The Newton-Raphson
method provides fast convergence and the analytic expression for the time-derivative of the
function is known (cf. Appendix E):

dF (t) _ dégbb

The initial value for the iteration is estimated by assuming a linear evolution of the concen-

tration in the grain boundary bubbles between C'gbb (ts) and C’gbb (te) over the time interval:

Ag,’;,, (1 + Aégbb) — Cypp (ts)
Covp (te) — Cypp (ts)

terlinitiar = ts + (te —ts) (8.23)

Once I have determined t.., I compute C’gbv (ter) by means of an analytical expression (cf.
Eq.(E.34)). Both figures are supplied on input for the bubble growth phase, together with
A;Zb (1 + Aé’gbb), and py = pj;.

The second type of transition occurs during the bubble growth/shrinkage phase. When
the radius of curvature of the bubbles, calculated by means of Eq.(7.38), reaches a certain
lower limit, I assume that the nucleation phase starts over again. The lower limit for the
grain boundary bubble radius of curvature is set to pfj (1 — Apy), where I have introduced a
margin. This margin is also necessary in order to overcome a numerical problem in the bubble
nucleation phase, more precisely to avoid that C’gbb > C'gcgb (1 + Aégbb) when entering the
nucleation phase. The influence of Apy on the balance of fission products has been assessed
but turned out to be negligible as well (cf. § 8.6).

When pp = pj (1 — Apyr) is fulfilled, the numerical routine used to solve the set of ODE
returns the time at which this occurs, together with the corresponding values for the concen-

trations. This information is required on input for the nucleation phase.

8.5.2 Determination of the numerical routine and the corresponding pa-
rameters

The routine applied to solve the equations of the intergranular module when the bubbles are
in the growth/shrinkage phase is LSODAR [301]. The choice was relatively straightforward
for several reasons. First of all, it is part of a widely used package of FORTRAN routines
for ordinary differential equations, ODEPACK [302], which is freeware. Accordingly, it has
undergone extensive performance testing and optimisation. Furthermore, the routine solves
simultaneously a coupled set of ODE and algebraic equations. The latter represent constraint

functions, such as a limit on py;, therefore LSODAR is perfectly suited for the equations involved
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in the intergranular module. Finally, the solver switches automatically between stiff and non-
stiff methods. This means that the user does not have to determine whether the problem is
stiff or not, and the solver will automatically choose the appropriate method.

LSODAR requires on input a number of numerical parameters, some of which simply describe
the numerical problem at hand (e.g. number of equations, time-step length, etc. ), while the
others determine the desired precision of the results. Except for the type of mesh, I have
determined the intergranular numerical parameters by analysing their effect on the fission
gas release model, because they affect the precision of the intragranular module as well (cf.
§ 8.4.2.3). Their optimisation is described in the following section.

For the spatial discretisation of the pellet in the FGR calculation, I have adopted the
equivolume type of grid. This mesh type associates an equal weight to each macroscopic ring,
and accounts for the gradient in the retention profile of fission products towards the pellet
periphery. Furthermore it is applied in the COMETHE code from BELGONUCLEAIRE, with
which my FGR model should be coupled (cf. § 8.3). A dichotomic type of mesh would provide
too large central rings, irrespective of the number of rings. An equidistant type of mesh does
not account for the gradients near the pellet edge, thus requiring a higher number of rings, or

calculation time, in order to obtain the same mesh size (i.e. precision) in that region.

8.6 Determination of the remaining numerical parameters in

the fission gas release model

The remaining numerical parameters of the fission gas release model that need to be deter-
mined amount to nine: the number of meshes in the grain boundary concentration profiles
(NRJ); the number of groups in the grain size distribution (NRK); the criterion for the
convergence of the grain boundary concentrations (CRIT,ony); the width of the imaginary
supplementary layer at the grain boundary (ds); the relative tolerance parameters for the
transitions between the nucleation phase and the bubble growth/shrinkage phase in the inter-
granular module (Aégbb, Apy); and the relative tolerance parameters used in the subroutine
LSODAR (RTOL(3), i=1,2,3).

Even those parameters that, a priori, only affect the precision of the intergranular module
(e.g. NRJ), have an influence on the precision of the intragranular module as well, albeit
indirectly (cf. § 8.4.2.3). All the remaining parameters can thus be termed global in the sense
that they affect both modules of the fission gas release model simultaneously. As a result,
I need to apply the FGR model to well defined irradiation histories in order to assess their
sensitivity, and determine their optimum values.

In view of the interrelationship with other phenomena (e.g. the heat transport), it is
necessary to couple the FGR model with a fuel performance code. For all the simulations

in this section, I have used the FTEMP2 code to provide on input the radial temperature
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distribution (cf. § 8.3). The normalised fission rate distribution in the pellets is taken to be
independent of burnup and is given by Eq.(8.6).

The determination of the remaining parameters involves three phases. The first step aims
at the elimination of the less significant parameters as well as the determination of the spatial
discretisation, i.e. NRK and NRJ. In the second step, I perform more refined calculations
in order to choose the other parameters. The third step is devoted to the modification of
the microscopic time-step length (DTyu4.), required by the precision on the grain boundary
concentration.

Each step will be described separately in the following sections. For the sake of conciseness,
however, I limit myself to highlight the methodology and summarise the outcome. More

detailed results have been reported separately [303].

8.6.1 Phase 1
8.6.1.1 Objective

The first step aims at finding out the most significant parameters as well as determining the
spatial discretisation, i.e. the number of macroscopic rings (INRJ) together with the number of
grain size classes (NRK). For the sensitivity analysis, I look concurrently at the accumulated

fission gas release fraction and the required CPU time.

8.6.1.2 Test Matrix

For the application of my FGR model, I have chosen two hypothetical cases from a round robin
exercise, FUMEX [13]. Given the absence of experimental data and their associated uncertain-
ties, the two cases enable a straightforward intercomparison with model predictions from 19
other codes, along with testing the sensitivity to changes in experimental and numerical vari-
ables, as well as the stability of the calculation.

The first case consisted of a fuel rod running at a constant power level of 20 kW /m to a
final burnup of 50 MWd /kgUO3. In the second case, the power was held constant at 20 kW /m
to a burnup of 30 MWd/kgUO2 when there was a ramp to 40 kW /m in half an hour. This
high power was held to an end-of-life (EOL) burnup of 50 MWd/kgUOs. The general fuel rod
characteristics used in the calculations are indicated in [303].

In line with the optimisation procedure of the intragranular parameters (cf. § 8.4.2), I
make use of a Taguchi procedure [298-300] for the sensitivity analysis of the global parameters.
However, such analysis is most successful for independent parameters. In view of this, and
in order to reduce the total number of variable parameters, I group a few of them. More
precisely, I impose CRIT,opy = RTOL(2) = RTOL(3) in the present analysis, since the
criterion for convergence on the grain boundary concentrations should be in the order of (or

larger than) the relative tolerance parameter used by the subroutine LSODAR. As a result, I
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‘ variable ‘ unit ‘ level 1 ‘ level 2 ‘
NRJ - 5 15
NRK - 1 8

Ss pm | 5x 107 [ 2 x 107%
AC, - 1072 10-°
Apy - 1072 10~°
RTOL(1) | - 1073 107
CRIT.ony | - 1073 107

Table 8.9: Different levels of the parameters for the first phase of the global numerical param-
eter optimisation

have to consider 7 parameters: NRJ, NRK, J;, Aégbb, Apy, RTOL(1), and CRIT oy =
RTOL(2) = RTOL(3).

Assessing the influence of the 7 parameters by means of a full factorial design, assuming
that they can take only two different values would require 27 = 128 tests. Like in the first
phase of the optimisation of the intragranular parameters (cf. Table 8.2 on p. 8.2), I reduce the
total number of runs and determine the most important parameters by applying the Lg (27)

Taguchi procedure [303]. The two levels of each parameter are given in Table 8.9 .

8.6.1.3 Conclusions from the first phase

From the first phase in the optimisation procedure of the global parameters, I choose NRJ = 10,

providing a good compromise in terms of calculation time and precision.

For the grain size distribution, I choose NRK = 3: it provides one class above, equal to and
below the mean grain size, while the running time remains limited. For higher values of NRK,
the calculation time will increase without influencing the fraction of released fission products
significantly since the volume fraction of the supplementary classes is below 1 %. Nevertheless,
the effect of NRK on the predicted fraction of gas release shows that it is necessary to include
the grain size distribution in the FGR model in order to avoid overpredictions since, for example,
with NRK equal to 1 and 8 the average FGR fraction at end-of-life was 2.33 % and 0.36 %
respectively [303]. This confirms the findings of Olander and co-workers [30, 96].

For the second phase of the optimisation procedure, I have to take into account that
CRIT,opny is predominant for the precision on the fission gas release fraction and the calculation
time. In addition, I should couple the values of AC'gbb and Apy with CRIT on, = RTOL (2) =
RTOL (3) and RTOL (1) respectively. In particular, I should impose that Apy > RTOL (1)
and Aégbb > RTOL(2) = RTOL (3) = CRIT¢ony so as to avoid numerical problems that
may arise during the switch from the grain boundary bubble growth/shrinkage phase to the
nucleation phase [303].
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8.6.2 Phase 2
8.6.2.1 Objective

The goal in the second phase of the global parameter optimisation consists in determining
the remaining numerical parameters, more precisely Aé’gbb, Apy, RTOL (i) (i=1,2,3),
CRIT.ony, and ds. The criteria used for the optimisation, as well as the irradiation histories,

are identical to those applied in the previous phase.

8.6.2.2 Test Matrix

Taking into consideration the previous results, some of the variable parameters can be grouped.
First of all, the margin for the switch from the nucleation phase to the growth phase, Aégbb,
should be larger than the relative tolerance parameters used for the concentrations in the
intergranular module, RTOL (2) and RTOL (3). In addition, the criterion for convergence of
the grain boundary concentrations should be of the same order of magnitude, whence I impose
CRIT,ppy = RTOL(2) = RTOL (3) and Aé’gbb =10- CRIT,ony- In a similar way, I enforce
Apy =10 - RTOL (1), where RTOL (1) corresponds to the required precision for the bubble

radius of curvature in the subroutine LSODAR.

Given the reduced number of parameters, I simulate the same hypothetical FUMEX cases
as before, although with a refined test scheme. To this end, I double the number of levels
for each parameter in a Lig (43) Taguchi approach [303]. The range of the parameters is the

same as in the first phase.

Since there are four different levels for each numerical parameter, I determine the magni-
tude of the effect of each parameter by means of an analysis of means, using several response
tables. In particular, I assess the influence of each level of each parameter by determining the

average response (fission gas release fraction and CPU time).

8.6.2.3 Conclusions from the second phase

I examined the influence of the numerical parameters in the FGR model on the amount of re-
leased gases and the running time. The analysis covered extreme irradiation conditions, that is
a low temperature irradiation for a long time, a ramp test and irradiation at high temperature
up to a high discharge burnup. The influence of the numerical parameters is negligible at high
linear heat rates (~ 40 kW /m) in contrast with the low temperature irradiation (~ 20 kW /m).

On the basis of these results, I determined the optimum values for the global numerical
parameters: C RIT,,n, = RTOL (2) = RTOL (3) = RTOL(1) = 1075, Aé’gbb = Apy = 1074,
and d; = 3 x 1074 um.
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‘ Parameter ‘ value ‘ unit
pellet inside diameter 0 mm
pellet outside diameter 10.36 mm
cladding inside diameter | 10.56 mm
cladding outside diameter | 12.28 mm
pellet height 10.3 mm
pellet chamfer width 0.33 mm
pellet chamfer length 0.23 mm
dishing - -
fuel column length 27.81 cm
fuel density 95.5 | % TD*
enrichment U?3° 4.94 %
grain radius 8 pwm
fuel surface roughness 3.5 wm
clad surface roughness 1.5 um
fill gas He -
fill gas pressure 5 bar

Table 8.10: Main parameters used in the COMETHE code calculations for the simulation of the
empirical threshold for release.

*9% of theoretical density, which amounts to 10.96 g/cm?®

8.6.3 Phase 3
8.6.3.1 Objective

Having fixed the numerical parameters, I verify the influence of the optimum time-step length
(DTraz), calculated by means of Egs. (8.14) and (8.15), on the predicted fission gas release
fractions. Indeed, in the third phase of the intragranular parameter optimisation it appeared
necessary to ascertain whether DT, is still appropriate and, if required, to adapt it in order
to meet the requirements on precision and calculation time. This is the objective of the present

section.

8.6.3.2 Test Matrix

The simulation of the empirical Halden threshold for the onset of fission gas release is quite
sensitive to the precision of the results, hence it is very appropriate to fine-tune DT},,, over
a wide range of conditions. For the simulation of this release threshold, I determine the
central temperature and the average burnup in the pellet when the fraction of the released
gases reaches 1 % during an irradiation at constant linear heat rate (25 kW/m, 30 kW /m,
35 kW/m, and 38 kW /m). The main fuel rod parameters used in the calculation are indicated
in Table 8.10.

The approach for fine-tuning the microscopic time-step length is very simple: I reduce
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DT, by a constant factor until the variations on the predictions remain smaller than the
experimental uncertainties. More precisely, I simulate the empirical curve with decreasing
values of DT, and verify whether the variations of the predicted burnup, at which 1 % of
the produced fission gases are released, remains below the experimental error on the burnup
value (~ 5 %). This approach has two main advantages: I cover a wide range of temperatures
and burnup values, and the burnup value (or time) at which 1% fission gas release is reached
is very sensitive to the slope of the release curve, which in turn is strongly influenced by the
numerical parameters, especially at low linear heat rates [303]. The empirical release curve is
simulated with three different values for the microscopic time-step length: I divide DT},4, by
1, 5 and 10.

8.6.3.3 Conclusions from the third phase

In order to guarantee predictions that are independent of the microscopic time-step length, it
is necessary to divide DT),,;, computed from Eqs. (8.14) or (8.15), by a constant factor. A

factor of 5 provides a good compromise between precision and running time.

8.7 Balance calculation and output

At the end of each macroscopic time interval, At qer = NT X DTypgz, the main programme
invokes a subroutine called BALANCE, provided that convergence has been achieved on the
grain boundary concentrations, or when the number of trials to achieve convergence exceeds
100 (cf. Fig. 8.1). The BALANCE subroutine computes the total gas inventory remaining in
the pellets, together with the cumulated number of fission gas atoms produced by the fission
process. The relative difference between both numbers yields the released fraction.

The calculation of the number of fission gas atoms in the grains, @, is straightforward
since the routine that solves the intragranular diffusion equation numerically, PARDI, provides

the average concentration in each annulus, n, of the grain of class (k,l,m), Crimn:

NRV Chl dAn
Qy, = Z Niim Z mn 5 (r21m7n+1 — rilm’n)]
kvlvm n=1 N
NRV
fkl v, Ch ,
- Z # Z = (Tl%lm,n—&-l B T/%lm,n) ’ (824)
kvlvm klm n=1 /J/
where ,
T
Vi =~ (R:,,,—R2), (8.25)

corresponds to the volume of the m-th macroscopic ring in the pellet, ;1 converts the concen-
tration (pmj,,/um?,) to the number of gas atoms (#/um},), Niim represents the number of

grains of class (k, [, m), which is related to the volume fraction of grains in that class, frim
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(cf. Eq.(8.2)), by
47
Nklm?Ri,m = frimVim - (8.26)

The calculation of the gas inventory in the grain boundary is also straightforward since C’gbv
and C'gbb correspond to the average gas concentration in the bulk of the grain boundary and

in the grain boundary bubbles of each macroscopic ring, respectively:

. N\ Vi
Qop = (Copw + Cotp ) —= . 8.27
gb (gbv gbb) p (8.27)

Finally, the cumulated number of fission gas atoms produced by the fission process during the

macroscopic time-step in the pellet is given by
derod =y F Vi - Dtmacr - (828)

After the balance calculation, the main programme calls the subroutine STEPOUTPUT
wherein output is provided for two separate files. The first file contains the computed frac-
tional release at the end of every macroscopic time interval, along with the time, the pellet
average burnup and the average linear heat rate. The second file contains detailed informa-
tion regarding intra- and intergranular concentration profiles. Note that at the very end of the
irradiation history, there is an optional generation of a third output file in order to re-start

the calculation.

8.8 Summary and conclusions

I have discussed the implementation of the fission gas release model that was presented in
the previous chapter. The analysis covered the structure, solution scheme, and the major
subroutines involved in the solution scheme.

The most important issue for the programme implementation is the reduction of the cal-
culation time while assuring sufficient precision. Most of my efforts have been devoted to the
implementation of the intragranular module, since it is invoked a large number of times and
the majority of the fission gas atoms remain in the grains under normal operating conditions.

The non-linear diffusion problem in the grains is solved by means of the PARDI routine
developed at BELGONUCLEAIRE. The variational technique applied in PARDI is simple and
provides a solution in analytic form with short computational times. Moreover, a careful
choice of trial functions allows to obtain the local concentrations, together with the average
values in each finite element. This simplifies the balance calculation after each macroscopic
time interval. Finally, the implicit Fuler technique for the time-integration requires minimal
computer memory, while it assures unconditional stability for every time-step length.

The optimisation of the numerical parameters used in PARDI involves three steps. The first
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phase aims at the determination of the predominant parameters as well as the mesh type. The
sensitivity analysis rests on the Taguchi approach, which provides a limited number of tests
with a judicious combination of all parameters under consideration. The optimisation criteria
are the precision on the balance of fission products in a grain, obtained by comparing the
numerical solution with an analytical solution under simplifying conditions, and the required
CPU time.

The dichotomic grid emerges as the best choice in terms of precision and running time. In
addition, it allows an elegant implementation of the re-solution process in some layers near
the grain boundary (cf. § 8.2). This would be impossible to realize with the same accuracy
in the model of Kogai [181], for he employed the two-zone scheme of Matthews et al. [160],
which leads to errors of ~ 2 % release in small-release experiments. Denis et al. [58] avoid
this problem by employing a very fine equidistant mesh: r; — r;_1 = 6g/4 ~ 5 x 10~ 3um.
Nevertheless, such a grid would require much longer running times.

During the second phase of the intragranular optimisation phase, I started with a series
of tests in order to determine the number of rings in each grain NRV. The dichotomic mesh
type with NRV = 10 constitutes the best compromise. With such a discretisation, I can
assure a precision better than 0.1% on the balance of fission products in every grain (Qnum)
with the lowest calculation time, provided that the microscopic time-step length (DT) is
limited. To this end, I have performed a large number of refined tests on DT as well. From
these results, I inferred an empirical relationship for the upper limit of DT as a function of the
intragranular time constants (the reduced volume diffusion coefficient, D;, and the radioactive
decay constant, \) for both stable and radioactive fission products. The upper limit, DT}, 44,
guarantees a relative error on Qpnum < 0.1% during 1000 or 10000 time steps for stable or
radioactive fission products, respectively under the test conditionsd.

In the third phase of the intragranular optimisation phase, I examine those parameters for
which the effect may not be assessed by means of an analytical solution in the grain alone
(the re-solution rate, I';; the re-solution depth, dg; the width of the imaginary supplementary
layer at the grain face, d,; and the convergence criterion for the grain boundary concentrations,
CRIT,ony). They influence the intergranular module as well. Therefore, I study their effect on
the balance of fission products in a closed system consisting of one spherical grain surrounded
by a grain boundary layer.

The main conclusion from the third phase is that the precision of the grain boundary
concentration is important for the precision on the balance of fission products in the grain.
This results from the coupling between the intra- and intergranular modules, i.e. from the
boundary condition and the re-solution effect at the grain face. Therefore it is necessary to

analyse the influence of the intergranular parameters through their effect on the fission gas

4In practical FGR calculations, the precision on the intragranular inventory of fission products is in the
order of 0.1 %, not necessarily smaller than 0.1 %, since the precision tests for the intragranular module were
carried out under simplifying conditions.
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release model, and to verify the suitability of the intragranular time-step control in the FGR

model.

The implementation of the intergranular module warrants special care for the transitions
between the nucleation and the growth/shrinkage phase of the grain boundary bubbles. In
order to overcome numerical problems it is necessary to introduce margins on the criteria
for the switches (Aé’gbb and Apy). Their effect on the precision and running time has been

analysed and turned out to be negligible.

For the solution of the equations in the grain boundary bubble growth/shrinkage phase, I
make use of the LSODAR routine. This software has undergone extensive performance testing
and optimisation, solves simultaneously a coupled set of ODE and algebraic equations, and

switches automatically between stiff and non-stiff methods.

The numerical parameters required on input of LSODAR are determined in conjunction
with the other global parameters in the FGR model, except for the spatial discretisation of
the pellet. For the latter, I adopt the equivolume type of grid. This mesh type associates an
equal weight to each macroscopic ring, and accounts for the steep gradient in the retention
profile of fission products towards the pellet periphery. The choice of the remaining numerical
parameters is based on a sensitivity study of the released fraction of fission gases and the

calculation time, for well defined irradiation histories.

Given the interrelationship with other phenomena, the FGR model has to coupled with a
fuel performance code. I use the FTEMP2 code to provide on input the radial temperature
distribution. The normalised fission rate distribution in the pellets is taken to be independent

of burnup in the optimisation procedure.

The determination of the remaining parameters involves three phases. In the first two
phases, I employ a Taguchi approach and simulate two simplified FUMEX cases that cover ex-
treme irradiation conditions. The results reveal that the influence of the numerical parameters
is negligible at high linear heat rates (~ 40 kW /m) in contrast with the low temperature irra-
diation (~ 20 kW/m). Furthermore, they point out the predominant effect of the convergence
criterion on the grain boundary concentrations and allow me to choose 10 macroscopic rings
(i.e. NRJ = 10). Finally, the results confirm the findings of Olander and co-workers [30,96],
more precisely that it is necessary to include the grain size distribution in order to avoid the
overprediction of the fission gas release fraction. A separate analysis of the discretised grain
size distribution of Hillert [118] pointed to the optimum value of NRK = 3.

In the second phase, I perform more refined calculations in order to choose the last pa-
rameters: CRIT,on, = RTOL (2) = RTOL(3) = RTOL (1) = 1075, Aégbb = Apy = 1074,
and d; = 3 x 10~ *um. (RTOL(i), with i = 1,2,3 , correspond to the relative tolerance
parameters used in the subroutine LSODAR).

In the last phase, I simulate the empirical Halden threshold at which 1 % of the fission

products are released. The reproduction of the Halden threshold is very sensitive to the
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numerical parameters and covers a wide range of irradiation conditions. The objective is to
ascertain the appropriateness of DT),,, derived in the intragranular optimisation procedure.
For that purpose, I use decreasing values of DT, i.e I divide DT}, by a constant factor. In
order to guarantee predictions that are independent of the microscopic time-step length, it is
necessary to divide DT},4; by 5. This factor provides a good compromise between precision
and running time.

Despite all my efforts to limit the calculation time, the FGR model remains quite time-
consuming in comparison with the total CPU time required by a fuel performance code (by a
factor ~ 10 to 100). This is an inherent problem of mechanistic models that solve differential
equations. For this reason, such models are generally developed in a stand-alone version only,
whereas the fuel performance codes compute the fractional release by means of analytical

approximations.
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9.1 Introduction

The fission gas release model contains many physical variables and constants. Some of these,
such as decay constants, fission yields and atomic volumes are reasonably well characterised.
Others, however, such as diffusion coeflicients, re-solution parameters and surface energies
are hard to measure and prone to large uncertainties. This lack of confidence also reflects
uncertainties in other areas, for example, in the distribution of temperature, power rating,
hydrostatic stress, etc. . Ultimately, of course, the uncertainties may be used advantageously
as “tuning” devices with which to tailor the model to reproduce experimental data. The
resulting quantities will serve as “median” or average values for further model applications.

The objective of the present chapter is twofold. The first goal is to analyse the sensitivity
of my fission gas release model to the (uncertain) physical parameters. The second aim is to
validate the model by comparing the predictions with well characterised experimental data.
However, the interrelationship of the FGR process with the other phenomena occurring in the
fuel during irradiation renders the coupling of the model with a general fuel performance code
indispensable for its application. The code should provide the radial temperature, stress and
fission-rate distributions in the pellets during the entire irradiation history (cf. § 8.3).

In order to test the model, I couple it with a code in two stages. At first, the thermal fission
gas release model has been tested [288,290]. This model consists of the intra- and intergranular
modules described in the previous chapter, except that the athermal mechanisms (cf. § 7.2.2)
are not (yet) incorporated. From the preliminary sensitivity studies, the hydrostatic stress
and the re-solution rate constant emerge as key parameters. More importantly, it appears
imperative to account for the athermal open porosity fraction, resulting for example from the
fabrication process, in order to reproduce low temperature observations properly.

In the second step, I include the athermal release mechanisms and test the complete model
in conjunction with the COMETHE code from BELGONUCLEAIRE [304]. For the sake of brevity,
only the sensitivity analysis of the complete model is reported in the following section. In the
subsequent section I compare the model predictions with well characterised experimental data

from the open literature.

9.2 Sensitivity analysis of the model

9.2.1 Test matrix

Like for the determination of the global numerical parameters in the FGR model (cf. § 8.6),
I need a well defined and simple irradiation history for the sensitivity study of the physical
constants. However, because the sensitivity is likely to be dependent on the irradiation con-
ditions, several irradiation conditions are indispensable. Therefore, I consider constant linear

heat rates between 20 kW/m and 40 kW /m, covering a broad range of operating conditions.
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By determining the central temperature and the average burnup in the pellet when the frac-
tion of the released gases reaches 1 or 2 %, I simulate the empirical release threshold. The
main fuel rod parameters used in the COMETHE calculations are indicated in Table 8.10 on p.
174.

The fixed numerical parameters applied in the FGR model have been determined in § 8.8
and are summarised in Table 9.1.

There are many physical parameters in my FGR model for which there is a general applied
value in the open literature. The fission yield for the fission gas atoms (y) is approximately
taken to be 0.29, in accordance with recent measurements [269]. An angle of 50° is currently
accepted between the grain boundary and the intergranular bubble surface () [1, 58,59, 181].
The mean distance at which gas atoms are knocked back into the grains by the re-solution
process at the grain boundary is ~ 22 x 10 3um [58, 161], corresponding to the range of
primary knock-ons [68]. In general, one assumes that there is approximately one intergranular
bubble per square micron at the onset of interlinkage, i.e. Cy ~ 1/um? [1,58,181].

The physical constants in my FGR model, to which large uncertainties pertain, amount to
7: the re-solution rate coefficient near the grain boundary (I, ); the free surface energy of UO,
(7); the volume (D) as well as the grain boundary (Dg) diffusion coefficient for single gas
atoms in UOs; the conductance of the gas in the tube representing the escape tunnels for release
along the grain boundaries (cf. Eq.(7.64)), which is determined by the normalisation factor
V2 and the sigmoidal function f (¢); and the nucleation radius of curvature of intergranular
bubbles (pp (t = 0) = pf)).

In addition to the effect of those uncertain parameters on the release process, I focus my
attention on several input parameters. Those which have been put forward as important with
respect to the release rate are the temperature, the hydrostatic pressure (Pp), the average
0 (The influence of the

open’

grain radius (R, ), and the initial open porosity fraction (AV/V)

uncertainty on the local temperature is also underlined in § 9.3).
An exhaustive study of the effects of changing the various parameters would perhaps serve

only to confuse. For this reason, it is better to limit the analysis to changes in one key

parameter whilst maintaining the other parameters fixed at the “most likely” values. The

‘ parameter ‘ value ‘ ‘ parameter ‘ value
NRV 10 AC.gp 104
MESHCV 2 (dichotomic) Apy 104
NRJ 10 RTOL(?) (i=1,2,3) 10~°
MESHGB 0 (equivolume) CRIT qony 10~°
NRK 3 Ss 3 x 10~ *um

Table 9.1: Table summarising the fixed numerical parameters used in the sensitivity analysis
of the FGR model.
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most likely values for the physical constants correspond to those of the open literature that
provided good results in the model calibration (cf. § 9.3). The range for each parameter is

based on the data found in the open literature as well:

e The initial open porosity fraction is closely related to the density of the pellets (cf. Fig.
7.7). A typical value for a fuel pellet with a density around 95.5 % of the theoretical
density (TD = 10.96 g/cm3 for UOy) is in the order of 0.1 %, but rises rapidly to a
few percent when the density decreases below 94 % of TD [278,305]. As a fixed value

I therefore apply (AV/V)gpen = 0.1 %, and I increase this number to 2.5 %. The
hypothetical case of (AV/ V)gpen = 0 % is included as well.

e One of the least well characterised input parameters is P [59,219]. Following Bernard
et al. [59], P, varies between -0 MPa and -120 MPa, where -90 MPa is taken as the fixed
value. The upper limit corresponds to the fracture threshold of UO3 [306] (in uni-axial

traction).

e The fixed average grain radius is indicated in Table 8.10: R—gr = 8 pum. Its influence is

analysed by varying the parameter by a factor 2.

e The re-solution rate coeflicient is assumed to be proportional with the local fission rate
density (cf. Eq.(7.53)). The re-solution rate at 20 kW /m, I, is taken as the reference

value and varies between 107% s~ and 4 x 10=7 s7! [1,58,59]. The fixed value is in the

middle of this range, i.e. 2 x 107 %51 as adopted by Bernard et al. [59].

e The free surface energy, v, varies between 0.3 J/m? and 1 J/m? according to values
reported in the literature [1,2]. Most authors seem to apply the highest value [59, 161,
181], and so do L.

e For the volume diffusion coefficient, I apply the composite expression (D = D,+ Dy+D,)
used by Denis et al. [58], and compare the predictions with those obtained by using
Kogai’s expression [181] (cf. § 7.1.3). The difference in the composite expression is
a factor 4 for Dy and D.. In order to complement the sensitivity study, I therefore

increased and decreased D, by a factor 2.

e In view of the absence of any measurement of Dg, of Xe in UOgz, I have to resort to
using the value for U** proposed by Reynolds and Burton [86], as did Kogai [181]. More
recently, Olander and myself re-examined experimental data on Xe release from trace-
irradiated UOz disks [257] (cf. § 6.2.2). The fitting procedure fairly accurately fixed Dy,
at 1500 °C, but was unable to determine a reliable activation energy for this property.
The value of Dy, at 1500 °C varied between 1.6 x 1074 m?/s and 1.1 x 10~ '* m?/s, in
comparison with 2.2 x 10713 m2 /s according to Kogai. This suggests that I have applied
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an overestimation for Dg,. Therefore, I divide Dy, by a factor 2 and 4 to assess its

influence on the fractional release.

e In general, one assumes that there is approximately one intergranular bubble per square
micron at the onset of interlinkage, i.e. Cy =~ 1/um?. Nevertheless, | modify this number

by a factor 2 up or down, in order to ascertain the consequences on the predictions.

e Following Kogai [181], I apply a fixed value of ¢* = 7/4 as the centre for the sigmoidal
curve f (¢p) defined in Eq.(7.65). Nevertheless, in order to analyse its influence, I apply
¢*= 50 % as employed by Denis et al. [58] and Nakajima et al. [189].

e For the normalisation factor of the gas conductance in the escape tunnels (cf. Eq.(7.64)),
I apply V,? = 10712um?3 like Kogai [181]. The factor is varied by a factor 2 to test its

influence on the predictions.

e Finally, in accordance with Kogai [307], I apply a nucleation radius of curvature for the
intergranular bubbles of pgl =1 x 1073 wm. I vary this radius by a factor 2 up or down
to gauge its effect on the FGR fraction.

The choice of the fixed values for each parameter is not crucial for the present sensitivity
analysis. This is corroborated by the previous parametric studies, where the same conclusions
hold although I have applied somewhat different values [288,290, 304].

9.2.2 Results and discussion

Prior to discussing the influence of the various parameters, it should be underlined that the
empirical Halden threshold corresponds to a correlation between small and large gas releases,
taken to be 0.5 % to 2 %, with the peak fuel centre temperature. This explains part of the
dispersion of experimental data points on which the empirical curve is based (cf. Fig. 3.4 on
p. 47), and should be kept in mind when comparing my predictions for a single pellet with
that of a whole fuel rod?®.

An important implication of the Halden threshold definition is that it corresponds to the
onset of thermal release. For this reason, I indicate the central temperature together with the
average pellet burnup when the fraction of released fission gas atoms reaches 2 %, rather than
1 %, in most of the figures. The 1 %-curve is mainly relevant for the athermal release, and is
only shown to highlight the effect of some parameters on the athermal release component of

the FGR model (e.g. the effect of the initial open porosity fraction in Fig. 9.1).

9.2.2.1 The effect of the initial open porosity

The effect of the initial open porosity fraction on the threshold for fission gas release is sum-

marised in Figs. 9.1 and 9.2.

#In other words, I consider a uniform axial power profile in the fuel rod.
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As indicated in Fig. 9.1, the influence of the initial open porosity fraction on the threshold
for FGR is most manifest at high burnup and low temperature, that is were athermal release
(cf. ¢pg x J1 in § 7.2.2.1) predominates. Fig. 9.2 reveals that the release at 20 kW /m increases
gradually below 1 %. The release mechanism is mainly athermal. There is only a sudden
increase of the fractional release due to the thermal component in the pellet centre at high
burnup, i.e. when gas filled bubbles cover a sufficient areal fraction of the grain boundary.
The bubble interconnection at high burnup is promoted by the temperature rise, which in
turn stems from the thermal conductivity degradation (like in Fig. 9.5) in combination with
the thermal barrier effect of the porous rim at high burnup. The hypothetical case with
(AV/V)gpen = 0 in Fig. 9.2 provides an idea of the numerical error at beginning-of-life, i.e.
~ 0.3 %, since one would expect zero release at those temperature levels.

The growing importance of the athermal release contribution with burnup, as revealed in
Fig. 9.1, provides an alternative explanation for the reduction of the threshold for release at
burnups > 50 MWd /kgUOQOs. It does not require an increase of the bulk diffusion coefficient
[171,173], and/or a reduction of the re-solution rate at the grain boundaries [192] with burnup.

At low burnup values we have ¢, ~ 2f [1 — fdens (T, bu, Ryy)], where ¢2f is determined
by the initial open porosity fraction, (AV/ V)gpen (cf. § 7.2.2.2). Accordingly, the athermal
release can only contribute at low burnup, when ¢2 7is significant and the densification - or the
local temperature - remains moderate. This can be inferred from the radial distributions of
the FGR, ¢, and ¢p; at the onset of fission gas release in the case of an irradiation at a constant
linear heat rate of 40 kW /m with different values of (AV/ V)gpen in Fig. 9.3. Since the release
is mainly thermally driven, the fraction of FGR is closely related to the areal fraction of the gas
filled bubbles (¢p;). The radial gradient of the athermal open porosity fraction (¢,) reflects
the densification, which is strongly temperature dependent.

The models for fission gas release of various authors [58,59, 161, 181, 240] disregard the
influence of the initial open porosity fraction entirely. Furthermore, except for Koo et al. [240],
they suppose that release can only occur when intergranular bubbles form an interconnected
tunnel network. This is unlikely to happen during an irradiation with a central temperature

below 900 °C, such as in the first FUMEX case (cf. § 9.3.1.2).

9.2.2.2 The effect of the hydrostatic pressure

Fig. 9.4 shows that increasing the hydrostatic pressure exercised on the grain boundary
bubbles (Pj) defers the onset of thermal release, due to the inhibiting effect on the bubble
development. This is confirmed in Fig. 9.5, showing the accumulated fraction of FGR along
with the central temperature, provided on input by the COMETHE code, as a function of
the pellet average burnup during irradiation at a constant linear heat rate of 24 kW/m, for
various values of P,. This picture also reveals that the hydrostatic pressure does not affect

the athermal release component.
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The significant effect of Pj, on the fission gas release process is in accordance with data, both
from in-pile and out-of-pile experiments [113,186,211,215,216]. It is, however, in contradiction
with the observations of Tempest et al. [217], who concluded that there was no delaying effect
on interlinkage from internally pressurising the rods to 40 bar. Nevertheless, their conclusion
is likely due to the range of the hydrostatic pressure applied in their experiments, which is
more than one order of magnitude smaller in comparison with the range of the hydrostatic
pressure in the above-mentioned experiments.

The effect of the hydrostatic pressure on the thermal release component is also reflected
in the bubble pressures at the onset of release. For example, in the case of irradiation at
40 kW /m, the intergranular bubble pressure at the onset of thermal release varies between
7 MPa and 98 MPa for hydrostatic pressures between 0 MPa and -90 MPa, respectively.
These calculated bubble pressures are in line with the observations of Verwerft [308].

According to Fig. 9.4, the effect of P}, appears to be more important at 24 kW /m. This
is just an artefact though, which can be explained by means of the curves in Fig. 9.5. The
temperature drop in the pellet between 22 MWd /kgUO2 and 28 MWd/kgUQ; is due to the
closure of the gap between the fuel and the cladding material, and causes the reduction of the
release rate in the curve at 0 MPa. The temperature rise following the gap closure reflects the
thermal conductivity degradation with burnup.

Finally, the slope of the curves in Fig. 9.5 change a second time above 40 MWd /kgUOs,
although this is only clearly visible at 0 MPa. The first alteration, around 15 MWd/kgUO2
for the release at 0 MPa and 37 MWd /kgUOs for the other two curves, corresponds to the
onset of thermal release in the central (first) ring of the pellet. The second change in the
slope stems from the onset of release in the second ring. Such an outward shift of the onset
of release with burnup has been observed experimentally by a shift of a dark ring in electron

probe micro-analysis [309)].

9.2.2.3 The effect of the grain boundary bubble concentration

Increasing the number of grain boundary bubbles per unit of surface reduces the bubble radius
at which interconnection starts off according to Eq.(7.41). The effect on the incubation period
during irradiation at constant power is illustrated in Fig. 9.6. The influence is important,
although it has never been reported; most authors assumed Cy =~ 1/um? at the onset of
release. The scatter in the published data on grain boundary bubble concentrations, however,
is largely masked by the uncertainties pertaining to other parameters in Eq. (7.38), not the

least being the grain boundary diffusion coefficient (cf. § 9.2.2.5).

9.2.2.4 The effect of the centre of the sigmoidal function

The influence of the centre of the sigmoidal function, ¢*, on the onset of release is shown in

Fig. 9.7. It can be explained via its effect on the grain boundary bubble radius at which



SENSITIVITY ANALYSIS OF THE MODEL 191

interconnection starts off, Rj;. By reducing ¢* from 7 /4 to 1/2, Eq.(7.41) is replaced by

1

Ry = ——, (9-1)
\/2mCY
whereas Eq.(7.42) becomes
mRyCy Ry < Ry
Pbr = 1 . (9.2)
3 Ry > Ry,

As a direct consequence, the gas flow through the interconnected tunnel network (cf. Js in
Eq.(7.68)), rises because of the increase of the sigmoidal function, f (¢p;), as depicted in Fig.
9.8. Nevertheless, the effect of ¢* on the onset of release is small in comparison with the
influence of the intergranular bubble density, the diffusion coefficients (cf. § 9.2.2.5), and the

re-solution rate at the grain boundaries (cf. § 9.2.2.7).

9.2.2.5 The effect of the diffusion coefficients

The effect of both the bulk and the grain boundary diffusion coefficient is illustrated in Figs.
9.9 and 9.10, respectively. The difference between the composite expressions for the volume
diffusion coefficients applied by Denis et al. [58] and Kogai [181] is that Dj and D¢, i.e. those
that dominate below 1400 °C, are multiplied by a factor 4 (cf. § 7.1.3). This is very well
reflected in Fig. 9.9. In contrast, the total variation of the thermal diffusion coeflicient, D,,
by a factor 4 does not affect the release threshold at all. This is because only a small central
portion of the pellet is at temperatures above 1400 °C during irradiation at high linear heat
generating rates (in the present case LHR > 40 kW /m).

The uncertainty on the grain boundary diffusion coefficient bears also important conse-
quences on the kinetics of fission gas release. Despite this effect, I continue to use the expression
applied by Kogai, until more accurate and reliable data become available. Besides, a possible
overestimation of Dy, may be compensated for by an underestimation of Cy (cf. above),
or by an uncertainty on the grain boundary width [83] in the bubble growth rate equation
(Eq.(7.38)). This is confirmed by a simulation with Cy = 2/um? and Dy,/4 in Fig. 9.10.

9.2.2.6 The effect of the average grain size

In Figs. 9.11 and 9.12 there appears to be a more pronounced influence of the average grain
size on the release threshold as the burnup increases. More surprisingly, the effect on the
1 %-release threshold appears to be in contradiction with that on the 2 %-threshold at high
burnup and low temperatures (<1100 °C). Both observations can be explained by analysing
the release curves at 20 kW /m in Fig. 9.13.

The effect of the grain size on the 1 %-release threshold reflects the sensitivity of the
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athermal release component. The latter is the product of ¢q(= ¢gf + Pas) and Ji, which
depends on R—gr in two opposing ways. Firstly, the densification is reduced in large grain
fuel according to Eq.(7.82), hence ¢,f = qﬁgf [1 — fdens (T, bu,R—gr)] will enlarge. This effect
predominates in the beginning of the irradiation - say below <3 MWd/kgUO; - where fgens
changes most rapidly. Conversely, the flux leaving the grains (J;) is inversely proportional
with the grain radius. Increasing Ry, therefore reduces the athermal flux along with the grain
edge tunnel formation (@,¢). The second phenomenon determines the slope of the release curve
when the densification level reaches a constant level, around 3 MWd/kgUOy. Nevertheless,
the release curve crosses the 1 %-threshold earlier in the large grain size fuel due to the initial
densification effect.

The effect of Ry, on the incubation period for the 2 %-release threshold in Fig. 9.12 is
due to the (thermal) release rate after the establishment of bubble interconnection around
55 MWd /kgUOq (cf. Fig. 9.13). The onset of thermal release, which starts in the pellet
centre, corresponds to a saturation concentration of fission gas atoms in the grain boundaries.
It is independent of the grain size [288,310], because the specific surface of the grains and the
amount of gas reaching the grain boundaries by diffusion are both inversely proportional to
R—gr. In the present calculations, the grain boundary saturation concentration is in the order

of 4 x 10 atoms/m?, matching experimental data [112,192] quite well.

9.2.2.7 The effect of the re-solution rate at grain boundaries

The influence of Iy is depicted in Figs. 9.14, 9.15 and 9.16. An increase of the re-solution
rate coeflicient produces a delay in the onset of thermal release, as well as in the release rate
after the establishment of the interconnected tunnel network.

At 20 kW /m, however, the effect of I'} on the 1 %-release threshold is reversed (cf. Figs.
9.14 and 9.16). Like for the grain size effect, this can be attributed to the contribution of
the athermal release. At high temperatures, the thermal release component predominates
and will be mitigated by the irradiation induced re-solution at the grain boundaries. At low
temperatures, the re-solution still prevents the grain boundary bubble development. However,
under these circumstances the small bubbles hardly contribute to the venting of gas atoms.
They mainly inhibit the athermal release by capturing those gas atoms that could be released
through the athermal open porosity. Accordingly, increasing the re-solution rate will boost
the athermal release component at low temperatures (by reducing ¢p;), until the thermal
release contribution prevails (cf. Fig. 9.16). Nevertheless, Fig. 9.16 also reveals that during
irradiation at low temperature (<1100 °C) and low burnup levels (<10 MWd/kgUOz), the
re-solution process impedes the athermal release rate as well. This is because grain boundary
bubbles are still in the nucleation phase (i.e. ¢y is constant), hence they cannot affect the
athermal release process as indicated above.

An important implication of the results in Figs. 9.14, 9.15 and 9.16 is that the local fission
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rate density (F) plays a key role in the FGR process. Not only does it determine the bulk
diffusion coefficient in the athermal regime but, more importantly, it determines the local re-
solution rate according to Eq.(7.53). Therefore, it is important to choose experimental data
for the model validation with well characterised fission rate densities (cf. § 9.3).

The re-solution process at the grain boundaries is disregarded in Kogai’s model [181].
Besides, incorporating this effect in the intragranular module of Kogai’s model is impossible
since he implemented the two-zone scheme of Matthews et al. [160] (cf. § 8.8). This leads to
poor predictions of the onset of release during irradiation, as the numerical technique provides

a predicted “release” around 1.7 % at zero burnup [160].

9.2.2.8 Parameters with a negligible effect

Among the parameters considered in the present sensitivity study, only three have a negligible
effect on the onset of release. First of all, an increase in surface energy is expected to delay
the onset of release through the increase of the grain boundary storage capacity. Fig. 9.17,
however, shows that the effect is negligible. The relatively large bubble radius of curvature
(~ 0.3 um) at the onset of thermal release, in combination with the large hydrostatic pressure
(e.g. 90 MPa) in the bubble growth law (cf. Eq.(7.38)) explains why the role of the surface
energy is so small. Yet, even with a zero hydrostatic pressure was the effect of v found to be
insignificant [288].

Second, the initial value of the grain boundary bubbles has no influence on the predicted
release fractions when p), varies between 5 x 107*um and 2 x 1073um (cf. Fig. 9.18), as
expected. The choice of pgl = 1nm is thus irrelevant.

The third parameter having a negligible influence on the onset of release is the normali-
sation factor of the gas conductance in the escape tunnels, V0, as revealed in Fig. 9.19. The

choice of V2 = 10 12um3 in Eq.(7.64) following Kogai [181] is therefore of no importance.

9.2.3 Conclusions of the parametric study

Prior to comparing the FGR model predictions with well qualified experimental data in the
following section, I performed a parametric simulation of the empirical threshold for fission
gas release. The model predicts the decrease of the incubation period with burnup fairly
good, although it is extremely difficult to predict accurately [13]. Several other experimental
observations are also reproduced, such as the outward shift of the onset of release with in-
creasing burnup [309], and the saturation concentration or the bubble pressures at the grain
boundaries [308].

The sensitivity analysis revealed the key physical parameters in the model, namely Cy;,
Deyg, Dgp, Iy, and to a limited extent ¢*. From the input parameters under consideration,
mainly P, and (AV/ V)gpen proved to influence the thermal and athermal release, respectively.

The onset of thermal release is not dependent on R—QT, unlike the release rate after bubble
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Figure 9.14: The effect of the re-solution rate coeff., I}, on the threshold for 1 % FGR.
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Figure 9.15: The effect of the re-solution rate coeff., I';, on the threshold for 2 % FGR.
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during irradiation at 20 kW /m.
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Figure 9.17: The effect of the free surface energy of UOs, 7, on the threshold for 2 % FGR.
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Figure 9.18: The effect of the inital radius of curvature of grain boundary bubbles, pgl, on the

threshold for 2 % FGR.
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Figure 9.19: The effect of the normalisation factor of the gas conductance in the escape
tunnels, V;?, on the threshold for 2 % FGR.
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interconnection and the athermal release component. These results provide guidelines for
choosing well characterised experimental data with which to compare model predictions in

the following section.

9.3 Comparison of model predictions with experimental data

9.3.1 Experimental data
9.3.1.1 Isothermal release data of small samples

In view of the sensitivity of the model predictions to certain parameters, it is recommended to
choose experimental data where they are well characterised. An excellent case in point is the
data-set of Zimmermann [215,311]. He irradiated isothermally UO2 samples of high density
to various degrees of burnup. The fuel characteristics are presented in Table 9.2 together with

the operating parameters.

‘ ‘ Unit ‘ Unrestrained sample ‘ Restrained sample
Fuel density % TD* 98.2 96.7
2350 enrichment % 15 20
Mean grain diameter pwm 10 7
Fuel stoichiometry - 2.00 < O/U < 2.005
Pellet diameter mm 22 /55 3.0
Height mm 1 5.7
Burnup %" 0.4-12.6 2.0-9.8
Fission rate density f/cm3s | 3.1 x 101 — 1.4 x 10'* | 4.5 x 10'3 — 6.3 x 10%3
Mean fuel temperature K 1300 - 2020 1450 - 1920
Compressive stress MPa 0 2-50

Table 9.2: UOg characteristics and irradiation data of the samples used by Zimmermann [215].

*9% of theoretical density, which amounts to 10.96 g/cm?®
Cannular pellets
“a burnup level of 1 % of the initial U-atoms corresponds roughly to 8.27 MWd/kgUO,

There were two different types of irradiation capsules. The first was used to evaluate the
release and swelling in unrestrained samples. The irradiation specimen is a stack of annular
UO3 and molybdenum pellets. The alternating arrangement and the small dimensions of the
UOs pellets ensure a low temperature gradient in the fuel. The fuel temperature is measured
by a thermocouple in the central hole of the sample.

A different capsule was employed for the determination of the release in restrained samples.

The fuel column with a length of 40 mm is irradiated in a thick-walled can of a molybdenum
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sample | time F burnup | Thvy | Trmaz P, FGR
(nr.) | (days) | (f/pm?/s) | (at %) | (K) | (K) | (MPa) | (%)
20 351 31 3.9 1300 | 1410 0 37.0
26 136 60 2.9 1290 | 1350 -2 1.0
10 38 50 0.8 1390 | 1430 0 5.0
12 183 43 2.9 1420 | 1490 0 49.0
13 183 51 3.4 1490 | 1550 0 52.5
21 351 37 4.6 1420 | 1460 0 29.3
28 141 57 2.9 1530 | 1560 -50 25.7
33 293 50 5.2 1490 | 1530 -2 68.8
36 387 49 6.8 1460 | 1490 -30 69.4
39 570 49 9.8 1450 | 1580 -2 84.3
40 570 47 9.4 1470 | 1570 -40 87.1
41 570 45 8.9 1490 | 1550 -40 87.6
11 44 57 1.0 1780 | 1840 0 34.5
14 183 56 3.8 1680 | 1800 0 62.0
16 274 39 3.8 1700 | 1750 0 85.2
17 274 46 4.5 1780 | 1820 0 74.6
23 351 43 5.4 1690 | 1820 0 67.5
27 136 63 3.1 1600 | 1780 -2 45.3
31 259 51 4.7 1620 | 1690 -50 62.7
32 259 54 5.0 1830 | 1950 -50 69.3
37 387 52 7.1 1620 | 1710 -2 83.9
19 274 55 5.3 1940 | 2050 0 85.0
22 351 40 5.0 2020 | 2140 0 87.0
35 293 55 5.7 1900 | 1990 -2 93.5
38 387 54 7.4 1920 | 2060 -2 94.3

Table 9.3: Summary of the experimental data-set of Zimmermann [311] used for my FGR
model validation.

alloy. The pressure loading of the fuel is provided by a piston which is loaded pneumatically
by a fixed gas pressure in an outer pressure capsule. The temperature was monitored with

three thermocouples in the molybdenum can wall.

Zimmermann performed a radiochemical evaluation of the burnup and, of course, an as-
sessment of the fractional fission gas release in several samples at end-of-life. (More detailed
information on the equipment and the measurement techniques may be found in [215,311]).
I employ the results of those samples for which the FGR fraction is measured to validate my
model. The experimental results are listed in Table 9.3.

Zimmermann completed these results with data from other irradiation experiments, in-
cluding UOj fuel pins with a low density (87% - 90 % TD), UO2-Cr and UO3-V cermets, and
specimens of creep experiments. Nevertheless, these results are not representative for LwWR fuel

and, most importantly, they are not well characterised in terms of grain size, temperature,
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open porosity fraction, and hydrostatic pressure. (This explains part of the large dispersion
observed in his experimental data, as revealed in Fig. 9.22). For these reasons, I do not
include these “supplementary” results in the validation procedure of my model for fission gas
release.

The data-set in Table 9.3 provides an excellent basis for the validation of my FGR model for
several reasons. First of all, the key input parameters for my model are well characterised. In
particular, the temperature is monitored and uniform, the fission rate density and the burnup
are measured, and the open porosity fraction is negligible. The uniformity of the temperature
distribution ensures a negligible thermal stress, hence the hydrostatic stress is only determined
by the externally applied pressure, which is well known. A second advantage of the data-set
is that it does not require to couple the FGR model with a general fuel performance code.
This rules out any discussion about uncertainties on the input variables such as the radial
distribution of the hydrostatic pressure, the temperature, etc. . A third advantage of the
data-set from Zimmermann is that it covers a broad range of release fractions: between 1 %
and 95 % release. Finally, I can compare my predictions with those of others who relied on
the same data for their model validation [58,161, 181, 240].

9.3.1.2 In-pile data from an instrumented fuel rod

In addition to the release in the samples of Zimmermann, I have simulated the fission gas
release in an instrumented fuel rod, more precisely the first FUMEX case [13]. This case
represents the irradiation of PWR type fuel under normal operating conditions. The measured
parameters for this experiment were the fuel centerline temperature, the total rod average
fission gas release during post-irradiation examination, and the cladding elongation. The
main characteristics of the instrumented fuel rod - used for the COMETHE code calculations -
are summarised in Table 9.4.

The simulation of the first FUMEX case is interesting since it was part of a benchmark
for 19 other codes from 15 countries [13]. Furthermore, it extends the simulation of the
release in small samples, described in the previous section, to that in a whole fuel rod. It also
provides an extra data point in the low-temperature and low-release area, which is of most
practical interest. Finally, the hydrostatic pressure is less important in the athermal regime

(cf. § 9.2.2.2), which is beneficial given the uncertainties pertaining to this parameter.

9.3.2 Model results and discussion
9.3.2.1 Isothermal release data of small samples

The predicted release fractions in the 25 samples irradiated under isothermal conditions com-
pare very favourably with the measured values of Zimmermann in Fig. 9.20. The comparison

is good since all the predicted values with the average temperature deviate less than a fac-
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‘ Parameter ‘ value ‘ unit ‘
pellet inside diameter 0 mm
pellet outside diameter 8.09 | mm
cladding inside diameter 8.22 | mm
cladding outside diameter | 9.50 | mm
pellet height 10.0 | mm
number of dishes 2 -
relative dish radius 0.852 -
land width 0.6 | mm
fuel column length 81.0 | cm
fuel density 94.1 %
open porosity 62 %
enrichment U?3° 3.5 %
grain radius 5 wm
fuel surface roughness 2.0 | um
clad surface roughness 0.5 | um
fill gas He -
fill gas pressure 10 bar

Table 9.4: Main parameters used in the COMETHE code calculations for the simulation of the
first FUMEX case.

#% of the total porosity fraction

tor 2 from the experimental results, corresponding to the generally accepted band of error.
The differences may be either attributed to measurement uncertainties, such as temperature
or stoichiometry deviations, either to model imperfections such as an error in the diffusion

coefficients.

In order to assess the influence of temperature fluctuations, I have simulated the release
in the samples with Tg,q &= AT, where AT = Tyqz — Tavg, Which is a good measure of the
deviation. The average temperature (Tj,4) is indicated in Table 9.3 along with the maximum
sample temperature (Tj,qz). The corresponding results are used to plot the error-bars in
Fig. 9.20. From this figure it transpires that the temperature fluctuations can explain a
large part of the deviations. In addition, the large error-bars for samples 10 and 26 underline
the importance of temperature variations around the threshold for thermal release. Caution
should also be paid to the interpretation of the results in samples 19, 35, 38 and 22, because
the average temperature exceeded 1600 °C, hence one may expect a grain growth effect.

The results obtained with the temperature variations in Fig. 9.20 suggest that any dis-
crepancy remaining between the model and experiment must arise from other causes. It is

considered that the main cause lies in uncertainties in the diffusion coefficients and/or the
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Figure 9.20: Comparison of predicted with measured fractions of fission gas release in the
samples of Zimmermann [311]. The error-bars correspond to the simulation with Tg,g = AT,
where AT = Trpar — Tavg, and where T,yg and Tipe, are indicated in Table 9.3.

re-solution rate coefficient. Indeed, significant uncertainties on the bulk diffusion coefficient

persist (cf. § 7.1.3), and direct measurement of the re-solution rate coefficients are unavailable.

Since the samples provide release fractions for various levels of burnup and temperatures,
I have plotted the corresponding fractional retention against the temperature in Fig. 9.21.
This figure depicts (schematically) a radial retention distribution in a pellet with a given radial
temperature and burnup distribution, as presented by Verwerft [308]. The most interesting
feature in this plot is the temperature threshold at which release starts off. According to
my calculations this temperature is between 1000 °C and 1100 °C, corresponding very well
with that derived by Verwerft. The scatter for each temperature level arises mainly from the

different burnup levels among the samples.

When comparing my predictions with those of others who relied on the same data for
their model validation [58,161,181,240], one could have the impression that my results are
less favourable. However, the data of Zimmermann were misused by all of them. More
precisely, none of them has simulated each experimental point individually. Instead, they
considered average values for the grain size, fuel density, hydrostatic pressure, fission rate
density, and compared their calculations with the predictions of Zimmermann [215] for four
different temperature levels (1250 K, 1500 K, 1750 K and 2000 K) as a function of burnup
(cf. Fig. 9.22). These lines, however, correspond to the simulation of Zimmermann in order

to fit the experimental data points, rather than to measured release fractions in a specific
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Figure 9.21: Predicted fractional retention of fission gas as a function of the temperature in the
samples of Zimmermann [311], according to the fission gas release model. The calculations
were performed with T,y &= AT, where AT = Tp4p — Thug, and where T,y and Tiq, are
indicated in Table 9.3.
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Figure 9.22: All original data points of Zimmermann [311]. The experimental results are
grouped according to the temperature range, and for each range he provided a simulation at
an average temperature level as a function of burnup.
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sample at a particular temperature in the course of irradiation. Furthermore, Zimmermann
categorized the complete data-set in four groups, according to four temperature ranges, for

his simulation [311]:
e group 1: 1150 K <T < 1350 K,
e group 2: 1350 K < T < 1600 K,
e group 3: 1600 K < T < 1900 K,
e group 4: T' > 1900 K.

Given the sensitivity of the predictions to the sample temperature, and in view of the large
spread in the experimental data corresponding to each temperature range (group), it is mis-

leading to draw curves like Zimmermann [215] did.

9.3.2.2 First FUMEX case

The first FUMEX case is a particularly difficult case for accurate predictions since it lies near
the threshold for 1 % release. The difficulty is reflected in the underprediction of the majority
of the codes in the FUMEX exercise [13] (cf. Fig. 3.5).

The simulation of the fission gas release in the first FUMEX case with the present model
is depicted in Fig. 9.23. The central temperature prediction according to the COMETHE
code is shown in Fig. 9.24. The central temperature remained below 850 °C throughout
the entire irradiation period and the measured fission gas release fraction on discharge after
33 MWd /kgUOy was 1.8 % [13]. Both the calculated fission gas release fraction in Fig. 9.23
and the central temperature in Fig. 9.24 compare favourably well with the experimental data.
The modest shortfall of the predicted release fraction points to an underpredicted athermal
diffusion coefficient and/or an underestimation of the athermal open surface fraction.

Although I have only considered a single axial zone in the calculations, instead of the actual
axial power distribution, it does not affect the outcome. This is confirmed by the results in
Fig. 9.23, where I have simulated the release for a linear heat generation rate about 7 %
lower than the nominal value. The reason for the insensitivity is that the fuel rod operates in
the athermal regime, where the axial power (or temperature) variations are unimportant, i.e.
hardly affect the diffusion properties (cf. Fig. 7.2).

Given the low temperatures and moderate burnup level, it is unlikely that the relatively
large release fraction measured on discharge stems from the interconnection of grain boundary
bubbles. Besides, according to the empirical Halden threshold (cf. Eq.(3.5)) the central
temperature for the onset of thermal release is ~ 1100 °C, which is well above the maximum

temperature recorded during the entire irradiation period. The most plausible explanation for

0
open’

the observed FGR fraction is the rather high proportion of initial open porosity, (AV/V)

estimated to be ~ 3.66 %. This is in line with previous observations [14,152].
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Figure 9.23: Comparison of the predicted fission gas release fraction (FGR) with the experi-
mental result in the first FUMEX case [13] for two values of the linear heat rate (LHR).
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Figure 9.24: Evolution of the central temperature in the first FUMEX case [13], according to
the COMETHE code.
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9.4 Summary and conclusions

The new fission gas release model contains many physical variables and constants. Some
of these are reasonably well characterised. Others, however, such as diffusion coefficients, re-
solution parameters and surface energies are hard to measure and prone to large uncertainties.

Before tuning the unknown parameters in order to reproduce experimental data, it is nec-
essary to assess quantitatively the importance of each parameter individually. To this end, I
have performed a parametric simulation of the empirical threshold for fission gas release. The
sensitivity study shows in the first place that the FGR model provides an excellent tool to
analyse the contribution of each mechanism, as well as the influence of each parameter indi-
vidually. Furthermore, it transpires that the model reproduces the decrease of the incubation
period with burnup fairly well, although it is extremely difficult to predict accurately. Several
other experimental observations are also reproduced, such as the outward shift of the onset of
release with increasing burnup, and the saturation concentration or the bubble pressures at
the grain boundaries.

The sensitivity analysis also revealed the key physical parameters in the model, namely the
bubble concentration (Cp;); the effective volume diffusion coefficient (Dey¢) the grain boundary
diffusion coefficient (Dgyp); the re-solution rate (I';); and to a limited extent the centre of the
sigmoidal function determining the gas conductance in the escape tunnels (¢*). Except for
Cyr, however, these parameters are poorly characterised. From the input parameters under
consideration, mainly the hydrostatic pressure (P,) and the initial volume fraction of open
porosity ((AV/V)gpen) proved to influence the thermal and athermal release, respectively.
Nevertheless, P, requires more research, but this is beyond the scope of the present thesis.
The onset of thermal release is not dependent on the average grain radius (R, ), unlike the
release rate after bubble interconnection and the athermal release component.

The results of the parametric study provide guidelines for choosing qualified experimen-
tal data with which to compare model predictions. The experimental data-set of Zimmer-
mann [311] is an excellent basis for the model validation as the crucial input parameters are
well characterised. For this reason, many other authors used the same data for their model
qualification [58,161,181,240]. Nevertheless, all of them erroneously compared their predic-
tions with those of Zimmermann [215], rather than with the experimental data. In addition,
they applied average values for several sensitive parameters, not the least being the sample
temperature. The simulation of the individual data points with my model is better, and takes
into account the temperature fluctuations. In addition, the temperature threshold at which
the release begins lies between 1000 °C and 1100 °C and corresponds very well with that
reported by Verwerft [308].

In order to extend the model validation by means of in-pile observations, I have reproduced
the first FUMEX case, which is also a difficult case for accurate predictions since it lies near

the threshold for 1 % release. The simulation is satisfactory, and points out the importance
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of the open porosity fraction for the athermal release.

It is thus fair to conclude that the comparison of the FGR model with experimental data,
characterising normal steady state operating conditions, is satisfactory when applying for all
the parameters a combination of the values that are reported in the literature. Yet, there
are deviations that appear to arise from uncertainties on diffusion coefficients and re-solution
parameters. Following this conclusion, it is recommended to perform extensive measurements
on trace-irradiated UOg samples (cf. chapter 6). This kind of investigation should provide
precious information about the diffusion coefficients. One could then implement the results in
the present FGR model and re-examine experimental data, e.g. those of Zimmermann [311], to

yield revised estimates of the trapping and re-solution parameters when bubbles are present.
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Conclusions

The general objective of this work is to improve the predictive capabilities of the fission gas
release (FGR) model in fuel performance codes for light water reactors. More precisely, a
FGR model has to be developed that must be able to cope with the incubation behaviour,
especially with the reduction of the release threshold at high burnup, as well as with the burst
phenomenon during smooth power variations in UOy fuel. These objectives are achieved by
means of two complementary contributions; (a) by elucidating underlying basic mechanisms, in
particular those governing the intergranular behaviour, and (b) by improving the mathematical

description of the FGR process as a whole.

Original contributions to the description of the mechanisms gov-

erning the intergranular behaviour

The onset of release is extremely difficult to predict accurately, and this just happens to be the
most important region above which gas release can exacerbate. Since the onset of (thermal)
release is correlated with the establishment of an interconnected network of grain boundary

bubbles, it is important to have a precise description of the corresponding kinetics.

Modelling the variable precipitation of fission products at grain boundaries

In general, the precipitation or trapping of fission products is dependent on the temperature
and burnup, on the species under consideration, on stoichiometry deviations and additives, as
well as on the geometrical parameters such as the number density and the size of the trap-
ping centres. The existing models for the precipitation of volatile fission products, however,
considered the traps to be perfect absorbers or black spheres, in the sense that traps did not
(re-)emit fission products to the grain boundary. Accordingly, they did not account for the
variable efficiency of the traps at trapping fission products impinging on their surface. In view
of this, I have developed a model for precipitation of fission products in a grain boundary
that embodies the variable efficiency of the traps at trapping fission products impinging on
their surface, in addition to the overlapping diffusion fields between traps and the source term

under continuous irradiation conditions [251].
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[ have assessed the influence of the trapping parameters on the precipitation rate according
to different models from the open literature, which have been extended in order to incorporate
the variable intrinsic reaction rate. The interrelationships among the models have been es-
tablished while their limitations and range of validity have been discussed. The results reveal
that there is a critical value above which the influence of the intrinsic reaction rate coefficient,
between a fission product and an intergranular trap, on the global precipitation rate coefficient
becomes negligible. This is beneficial given the uncertainty pertaining to this parameter. In
addition, it justifies the assumption of an infinite intrinsic reaction rate coefficient for inter-
granular bubbles in fission gas release models, and it could explain the similar behaviour of

different species for which the reduced intrinsic reaction rate coeflicient is larger than 1.

The role of grain boundary diffusion in fission gas release

There appeared to be a contradiction about the role of the grain boundary with respect to
inert fission gas atoms: either it was considered to be a perfect sink where gas atoms are
immobile and precipitate to form bubbles (in high burnup fuel), or the grain boundary served
as a high diffusivity pathway for the release of fission products (in trace-irradiated fuel). In
both approaches the grain boundary was considered to be a homogeneous phase.

I proposed [255,256] to reconcile both points of view by accounting for the inhomogeneous
characteristics of the grain boundaries in ceramics. In particular, I considered grain boundary
diffusion along with trapping and irradiation induced re-solution at grain boundary traps.
Consequently, grain boundary diffusion should be operative in trace-irradiated fuel, while
there would be a switch to growth and interlinkage of grain boundary bubbles in controlling
intergranular fission gas migration under certain conditions. This idea, however, raises several

questions, among which:

1. Is there experimental evidence for grain boundary diffusion to assist the release of inert
gas atoms in trace-irradiated fuel, in a similar way as for the volatile fission products Te
and I7?7

2. What are the conditions for the transition from release assisted by grain boundary
diffusion to growth and interlinkage of intergranular bubbles in controlling fission gas

release?

3. How can we explain the different behaviour of inert gas atoms and the other volatile

fission products (e.g. Te, I) in grain boundaries of UO2?

In order to answer the first question, I have re-analysed experimental data on Xe release in
trace-irradiated UO2 [257]. The measurements indicated that the liberation involves more

than only lattice diffusion at the specimen surface, and that the data are consistent with
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sequential lattice and grain boundary diffusion unimpeded by intergranular traps. The fitting
procedure also provided rough estimates of the grain boundary diffusion coefficient in UOs.
In order to address the second issue, I have assessed the mean migration distance of a
fission gas atom in a grain boundary decorated with a population of circular traps [256,257].
The results provide quantitative conditions for the transition and are independent of the grain
boundary diffusion coefficient, whereas the influence of the intrinsic reaction rate coefficient
on the intergranular diffusion length is strongly limited under most common circumstances.
It is thus fair to conclude from the computations, that for values of the geometric parameters
that roughly encompass the intergranular bubble populations observed in irradiated fuel, a
fission gas atom will be trapped after a migration distance in the grain boundary equal to the
size of a grain or less. This result simply provides a theoretical justification for the universal
rejection of grain boundary transport as a release mechanism for fission gas in irradiated UQOs.
Finally, the calculations also offer a qualitative explanation for the dissimilar release rates
observed in trace-irradiated UOg for Te and I in comparison with Xe. More precisely, the
reduced trap efficiency for the ionic species is well reflected in the variable intrinsic reaction

rate (k;,), as well as the (effective) trap surface fraction (¢eyy).

Original contributions to the modelling of the overall FGR process

The mathematical concept

I have developed a new mechanistic model for the release of fission gas to the free volume in
LWR fuel rods [288,290,304]. The concept is based on Kogai’s model, which appeared in the

course of this investigation, but includes various improvements:

e the effective bulk diffusion coefficient accounts explicitly for the trapping and re-solution

associated with intragranular bubbles, as commonly applied in other models;

e the kinetics of the intra- and intergranular behaviour of the gas atoms are coupled in

both directions;

e the intergranular precipitation rate constant accounts for the competition effect between

neighbouring traps;
e grain boundary bubble sweeping is accounted for during bubble growth;

e the influence of the hydrostatic pressure on the thermal release component has been

corrected;

e the model accounts for two important fabrication parameters, namely the grain size

distribution and the open porosity fraction.
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According to the present model, the release of fission gas is determined by two different

components.

The thermal release component is controlled by the formation of an interconnected tunnel
network of grain boundary bubbles. These channels are established as soon as the temperature
and the burnup are high enough so that a sufficient amount of gas atoms have precipitated
into the intergranular cavities. The growth of these bubbles takes into account the effect of the
hydrostatic stress on the grain boundary bubble size. Therefore, my model is able to handle
burst release due to the lowering of the pellet clad mechanical interaction and/or the thermal

stresses during power reductions.

The athermal release component is determined by the athermal diffusion coefficient to-
gether with the athermal open porosity fraction. It enables release at low temperatures where
fission gas filled bubbles at grain boundaries, resulting from diffusion controlled precipitation,
are not yet developed. Consequently, the athermal release provides an alternative explanation
for the decrease of the release threshold at high burnup, rather than introducing an increase

of the bulk diffusion coefficient, or a reduction of the re-solution rate at the grain boundaries.

The model implementation

For the numerical implementation of the FGR model, I have written a new programme, al-
though various subroutines come from the open literature. The key issue for the model im-
plementation is the reduction of the calculation time while assuring sufficient precision. Most
of my efforts have been devoted to the implementation of the intragranular module, since it
is invoked a large number of times and the majority of the fission gas atoms remains in the
grains under normal operating conditions [291,303]. The optimisation of the intragranular nu-
merical parameters involves several steps and relies on the Taguchi technique, which provides

a limited number of tests with a judicious combination of all parameters under consideration.

From the optimisation procedure, the dichotomic grid emerges as the best choice in terms
of precision and running time. In addition, it allows an elegant implementation of the re-
solution process near the grain boundary. This would be impossible to realise with the same
accuracy in the model of Kogai, for he employed a two-zone scheme that leads to errors of
~ 2 % release in small-release experiments. Others overcome this problem by employing a
very fine equidistant mesh, but such a grid would require much longer running times. The
optimisation procedure also assures a precision on the balance of fission products in each grain
in the order of 0.1 %.

Although the new FGR model has been developed in a stand-alone version, it can be
coupled with any fuel performance code. This is demonstrated by the successful coupling of
the FGR model with the FTEMP2 code of the OECD Halden Reactor Project [288], as well as
with the COMETHE-1IV code from BELGONUCLEAIRE [290, 304].
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The model application

Some of the physical variables and constants in the fission gas release model are hard to
measure and prone to large uncertainties. Before fixing all the parameters and comparing
the model predictions with experimental data, it is thus necessary to assess their influence on
the outcome. To this end, I performed a parametric simulation of the empirical threshold for
fission gas release [288,290, 304].

The sensitivity study not only underlines the crucial parameters, it also shows that the
FGR model provides an excellent tool to analyse the contribution of each mechanism to the

overall release process. Furthermore, it transpires that the model reproduces

e the decrease of the incubation period with burnup fairly well, although it is extremely

difficult to predict accurately;
e the outward shift of the onset of release in the pellets with increasing burnup;

e the saturation concentration or the bubble pressure at the grain boundaries.

The parametric study provides guidelines for choosing qualified experimental data with which
to compare model predictions. The data-set of Zimmermann is an excellent basis for the model
validation, and has been used by many others for their model qualification. Nevertheless, all of
them erroneously compared their predictions with those of Zimmermann, rather than with the
experimental data. In addition, they applied average values for several sensitive parameters.
The simulation of the individual data points with my model is better, and takes into account
the temperature fluctuations. In addition, the temperature threshold at which the release
begins lies between 1000 °C and 1100 °C and corresponds very well with that reported by
Verwerft.

In order to extend the model validation by means of in-pile observations, I have reproduced
the first FUMEX case, which is also a difficult case for accurate predictions as the fractional
release is close to the onset of release. The simulation is satisfactory, and points out the
importance of the open porosity fraction for the athermal release.

It is thus fair to conclude that the comparison of the FGR model with experimental data,
characterising normal steady state operating conditions, is satisfactory when applying for all

the parameters a combination of the values that are reported in the literature.
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Recommendations for further research

Further research for improving the modelling of fission gas release in light water reactor fuel
should be carried out in two principal directions.

On one hand, the validity domain of the model could be extended to include transient
conditions (e.g. micro-cracking, grain growth), the rim effect at very high burnup (beyond
60 MWd/kgUO2), MOX fuel, and the (chemically active) volatile fission products such as I
and Cs. The most important issue for the Belgian nuclear industry is of course the M0OX fuel.
Besides modifications to the neutronic and thermal aspects of the fuel performance, there are
differences in the behaviour of the fission gas atoms. Those dissimilarities not only arise from
differences in the material properties; several people also attribute it to a certain degree of
heterogeneity in the microstructure of certain types of MOX fuel. Several international research
programmes have been launched to address this issue, among which OMICO by SCKeCEN.

On the other hand, there is a need for acquiring accurate experimental data for the dif-
fusion coefficients, the re-solution parameters, and the grain boundary bubble characteristics
in both the nucleation and the interconnection phase. For the diffusion coefficients, it is rec-
ommended to perform extensive measurements on trace-irradiated UO2 samples. One could
then implement the results in the present FGR model and re-examine experimental data to
yield revised estimates of the trapping and re-solution parameters when bubbles are present.
For the characteristics of grain boundary bubbles, White from BNFL promised to release some
of their data into the public domain soon. Those experimental data should be complemented
with a theoretical study; for instance by means of the Fokker-Planck theory for the bubble
nucleation problem, and by means of percolation theory for the bubble interconnection. With
regard to the latter, I have performed a number of preliminary Monte Carlo calculations that
prove this approach to be very promising. This type of calculations should provide a sound
basis for the sigmoidal functions, introduced in Kogai’s model to describe the degree of bubble
interconnection.

Finally, there is also room for improvement on some of the input parameters of the FGR
model. The hydrostatic pressure, for example, deserves more theoretical and, if possible,
experimental investigations. Following my own stress calculations in pellet segments, I have
proposed a theoretical analysis in collaboration with people from CEA-Saclay, as soon as the

data of Nakamura and co-workers (JAERI) will be made available.



218 RECOMMENDATIONS




Appendices






Appendix A

List of participants in the FUMEX

exercise

‘ Code number ‘ Country ‘ Organisation ‘ Code
Norway /OECD HRP Experiment
1 Argentina CNEA BACO
2 Bulgaria INRNE PIN micro
3 Canada AECL ELESIM.MOD11
4 Finland VTT ENIGMA 5.8
5 France EDF TRANSURANUS-EDF 1.01
6 France CEA/DRN METEOR-TRANSURANUS
7 CEC ITU TRANSURANUS
8 India BARC PROFESS
9 India BARC FAIR
10 India NPC FUDA
11 Japan NNFD TRUST 1b
12 Japan CRIEPI EIMUS
13 China CIAE FRAPCON-2
14 Romania INR ROFEM-1b
15 Switzerland PsSI TRANSURANUS-PSI
16 Czech Republic | NRI Rez PIN/W
17 United Kingdom | BNFL ENIGMA 5.2
18 United Kingdom | NE ENIGMA 5.8
19 Russia 1M START 3

More detailed information may be found in Ref. [13] .
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Appendix B

The models for the intergranular

precipitation of fission products

B.1 The Smoluchowsky approach

Rather than using the concentration of fission products dissolved in the grain boundary, the
correlation derived from the Smoluchowsky theory considers the pair-probability function
for fission products and sinks or the distribution function of the fission products U(R,t)

[228,229,241]. The distribution function is a solution of the Smoluchowsky equation:

aU (R, t)

5 = DgAU (R, t), (B.1)
subject to the uniform initial condition
U(R,t=0)=1, (B.2)

and to the SBC (5.1) or RBC (5.2) at the reaction surface, while the concentration should
remain finite for large values of R. The distribution function can be derived from the con-
centration profile in an infinite region bounded internally by the cylinder R = Ry, defined
by

V(R,t)=1-U (R,t), (B.3)

with a zero initial concentration

V (R,t=0) =0, (B.4)

and a surface at constant concentration

V (Ry, t) = 1. (B.5)
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The corresponding concentration profile reads [262]

V(R,t)=1+ % /Ooo engVt%%7 (B.6)
where
C (A R) = Jo (AR) Yy (ARyr) — Yo (AR) Jo (ARyr) (B.7)
and
F (A =J§ (ARy) + Y5 (ARyy) . (B.8)

The pair-probability distribution function U (R, t) can be computed easily, given the defi-

nition of V' (R, t):
2 [® _p 2C (A R)dA
=_= —. B.

In the case of a general radiation boundary condition at the reaction surface, the solution
reads [262]:
" oo C(\E,, R
(=B [ e OBy 510
™ Jo F ()\, km) A

where

C ()\, K, R) — Jo (AR) [ARtrYl (ARy) + ki, Yo (ARtr)} ~Y; (AR) [AJl (ARyy) + ki Jo ()\Rtr)] :
(B.11)

and
! 1} 2 12 2
F (/\km) - [ARtrJl (ARyr) + kip Jo ()\Rtr)] + [ARtm (ARy) + ki Yo ()\Rtr)] . (B.12)

with J, and Y, representing the Bessel functions of the first and second kind of order v
(v =0,1) respectively [247]. The time dependent rate coefficient is obtained by integrating

the normal component of the flux over the surface of the trap [229,241]:

k() = DgVU - dA (B.13)
trap

ac (/\,kf R)

wn?

2k. o 2 d\
= 27R; D,y | - DgpA*t R TR B.14
T Ee | T /0 ‘ F(NE,) A (B.14)

> in
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Making use of the derivatives and the Wronskian of Bessel functions [263]

Y() (Z) Jl (Z) - JO (Z) Yl (Z) == E, (B15)
we obtain in the case of radiation boundary conditions
oC (A ks R) ok
T —— = - (B.16)
OR TRy
Rtr
and for perfect sink conditions
aC (/\, K, | R) 5
~9rR | o«
Ry

Inserting this in (B.14), the time dependent rate coefficient for intergranular trapping in the

case of a general rate limited reaction on the trap surface becomes

!

2
8 (km) Dy oo e DXt gy

> n

whereas for perfect sinks this simplifies to

8D, [ e DAt g\
k(t) = —2 . B.18
== [T (B.15)

as obtained by Szabo [229]. Finally, under quasi-steady-state conditions one obtains the

following approximation [229,262,312]:

_ v
In(47) =2y  [In(47) — 27)°

lim; ookiqs (T) = 47Dy [

where 7 = ];z%bt and v = 0.57722. .- is Euler’s constant.
tr

B.2 The mean field approach

In the mean field approximation, one assumes that the deviation from the bulk value of the
pair-distribution function
6C (R) = C(R) — Courr, (B.19)

satisfies
DgpASC (R) = kysCy6C (R) (B.20)
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This equation is solved subject to either a perfect sink boundary condition (5.1) or a general
rate limited boundary condition (5.2). In the general case of a radiation boundary condition,

the solution can be written as:

k;n KO (qR)

C(R) = Cyuk 7
(B) ! qRu K1 (qRyr) + K, Ko (qRyr)

1—

(B.21)

where ¢ = 4 /—ksﬁc;" .
g

The steady-state rate constant is obtained by dividing the fission product flux into the

trap

oC
ATR}. Dgp ——

o5 (B.22)

Ry

by Chpur and multiplying by the trap density Ci.. Since C (R) is a function of kg, this

procedure leads to an implicit equation for ks, which is characteristic for the MFA

) i V2, 0K (V/2K,0)
- o () ik ()

!
88

(B.23)

where ky, = 2:%917, and ¢ = CymR3,. represents the fraction of the grain boundary covered by
the traps and K, are the modified Bessel’s functions of the second kind of order v (v =0, 1).
Taking the limit for k;n — 00, corresponding to perfect sinks conditions, we obtain the same
result as obtained by Szabo [229]. Taking the limit for ¢ — 0 and making use of the modified

Bessel function’s properties [247] we obtain

!

k.
ki, = i ] (B.24)

' s

B.3 The cell model without source term

In the absence of any source term, that is under annealing conditions, the diffusion equation
governing the concentration profile of fission products in a Wigner-Seitz cell surrounding each

trap (cf. Fig. 5.2) in the grain boundary can be formulated in cylindrical geometry:

9Cgbw (R,t) _ Dgp 0 [RM] (B.25)

ot " R AR OR
The choice of the capture surface implies that an equal number of fission products crosses the

border in each direction, hence

8C’gbv (Rv t)

- B.2
3R 0 (B.26)

R=R;
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This results from the symmetry of the concentration profile which in turn is due to the regular
disposition of traps. The initial concentration profile of fission products in the cell is taken to
be uniform: Cg, (R,t =0) = 6.

When the gas atom concentration at the surface of the trap satisfies the Smoluchowsky
boundary condition (5.1), we can infer the concentration from a complementary mathematical

problem. To this end we define
V(R,t) = Cgpy (R,t) — 0 (B.27)

, with a zero initial value

V (R,t=0) =0, (B.28)

and a surface at constant concentration
V (R4, t) = —6. (B.29)

The solution for this complementary problem reads [262]:

S > Tt (AnRs)
V(R,t)=— |6 +nb nz; exp (—DgpA2t) C (M R) 7 OuRe) — T2 OwRy) (B.30)
where )\, is a root of
Jo (AnRir) Y1 (AnRs) = Yo (AnRir) J1 (AnRs), (B.31)
and
C (A R) = Jo (MR) Yo (MnRyr) — Yo (AnR) Jo (AnRyr) (B.32)

When the gas atom concentration at the surface of the trap obeys the more general radia-
tion boundary conditions (5.2), we use Green’s function for diffusion in a hollow cylinder with

unit instantaneous surface source at t = 0 and R = R’ [262]:

m?

G (R, R’,t) — % i Andt (AnRa) o, ()\n, K, | R) c (An, k

i R —Dg\2 B.
o (v ) R) e (Pw), - (B

where

Jo (AnR)

Q
—
>~

3
@w\
5
=
~—
I

—

Anfitr}fl (AnRtr) + k;nYO (AnRtr):|

Yy (MR) [AnRtrjl (nRer) + ki Jo (/\nRtr)] : (B.34)
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! ! 2 !
H (An, ki) = A2 { AnRir i OnBir) + Koo CaRar) | (2R + K2) 2 (AnRs)} , (B.35)
and where A, are the positive roots of (5.19):

AnBir Bt (AnFip) + KinJo (AnBir) | Y1 (An )

- [/\nRtrYl (AnRer) + ki Yo (AnRtr)} Ji (\nRs). (B.36)

The concentration profile in the Wigner-Seitz cell in case of a RBC can then be inferred from

Rs U U U
Cypo (R 1) = / G (R,R ,t) 27R dR . (B.37)

Rtr

Making use of the Wronskian relationship for Bessel functions (B.15) and (5.19), we obtain

RS ! U U U _2k"
C({\,k,,,R)RdIR = o B.38
[ € (ki ) e (8.35)
whence
05 o Gt | R
Copo (Rot) =~k 05 |2 ) | =D, (B.39)
T FOn k)
where
, 2
'\ | AR Jt (AnRer) + Ky Jo (An Ryr) 2 2 "9
F (Ao by ) = R (A2R% +k2) . (B.40)

B.4 The cell model with source term

Under continuous irradiation conditions, the diffusion equation in the Wigner-Seitz cell sur-
rounding a trap (cf. Eq.(B.25)) contains a source term and the initial concentration is taken
to be zero. When the radiation boundary condition applies at the trap surface, the solution

to this problem can be written in the form:
Cgbv (Ra t) =Cwo (R) + Ct (Ra t) ’ (B'41)
where Co (R) represents the stationary concentration profile, which satisfies

ACs (R)+85 =0 (B.42)
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along with

o (R)|  _ kg (g, (B.43)

OR |p,  Ru

9Ces (R)

— = 0. B.44
x|, =" (B.44)

The stationary concentration profile in the Wigner-Seitz cell in the case of general radiation

boundary conditions reads:

S

COO(R):E
g9

, B.45
R, o (B.45)

m

2 2 2 R 2 2 2 2
(Rtr - R ) +Rs In <—> + (Rs - Rtr)

where Cy (R, t) corresponds to the transitory part of the concentration and is the solution of

a simplified problem:
0C (R, t)

ot
with initial condition C¢ (R,t = 0) = —Cs (R), and boundary conditions

= AC; (R, 1), (B.46)

dC; (R, 1) k.
R |, — Ru C; (R, t) (B.47)
8Ct (R7 t) _
o 0. (B.48)

Again we use Green’s function (B.33) for diffusion in a hollow cylinder with unit instan-

taneous surface source at t = 0 and R = R’

Cy(R,t) = — /R " (R, R’,t) 2R Coo (R’) dR’ (B.49)
"

The integral on the right hand side can be computed by making use of the Wronskian rela-
tionship of Bessel functions (B.15) and (5.19). The total concentration profile in the cellular

model with radiation boundary conditions can thus be obtained:

Cypo (R, 1) = Coo (R) — Digb i [\Iln (An, k;n) C (/\n, K, | R)} e~ DapAnt (B.50)
n=1

where C ()\n, k;n, R) is given by (5.17), A, are the positive roots of (5.19), F' ()\n, k;n) is given
by (5.18) and

, 1 R, |:)\nRtrY1 (AnRtr) + k;nYO (AnRtT)] ]g’
v, ()\n K, ) - _
e F ()‘na k;n) )\nyl ()‘nRS) : )‘2
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The concentration profile in the case of perfect sink conditions can simply be inferred by

taking the limit for k;n — 00.



Appendix C

Analytical solution for the indirect

release in trace-irradiated samples

Neglecting the areal fraction of traps (¢) compared to unity in the source term of the con-
servation equation for mobile Xe in the grain boundaries of trace-irradiated samples, Eq.(6.9)

becomes

10U 9*U 1
The initial condition is
U=0 at 7=0,VX, (C.2)

which assumes that all Xe is in the grains prior to the high-temperature anneal. The boundary

conditions are:
U=0 at X =0

(C.3)
oU/OX =0 at X — o0
The conservation equation (C.1) is first transformed using the new variables:
0 =k, (C.4)
eGG
V= %U , (C.5)
which leads to: 5 o oo oo
14 14
- c c (C.6)

- 0x? " ms
Equation (C.6) is solved by the Laplace transform method with the same initial and boundary
conditions as U (Egs. (C.2) and (C.3)). The subsidiary equation for (C.6) is:

d2v - 1 1
ax: V= at '
p— VE(p—G)

(C.7)
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Solving for the transform of V' and taking the gradient at X = 0 gives:

vy __ 1 1 1 (C.8)
X) T C Ve O '

The Bateman tables [313] provide the inverse transform of the second term on the right of Eq.
(C.8):
L*l ( 1 1 ) 1 erf (\/ G9)

Ge-0) T e — 5 ()

For the first term on the right of Eq. (C.8), invoking the convolution property of the Laplace

transform again yields:

L (ﬁ) - \/(p g;_(g)?

) 2
1 1

where I is the modified Bessel function of the first kind of zero order. Assembling these

results gives:

(g—)i))(:o — Jrexp (—GH) (%)XZO
) ) e (VR) |

= JKexp (—%GO) Iy <§G0 Ve (C.11)
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The average number of jumps in a

random array of bubbles

Consider a solute atom arriving at the grain boundary from one of the adjacent grains. The
injected atom will be absorbed directly if it falls within the circle of a trap, or if it lands on
a lattice site neighbouring the trap (imperfect trapping is treated below). The probability of
absorption of the injected atom, pg, is calculated as follows. A unit area of grain boundary
contains Ny, = 1/a3 lattice sites; Ny = 7 (Rtr/a0)2 Cy represents the number of lattice sites
internal to the traps; and the number of peripheral sites is given by N,s = 27 (R /ag) Cyr.
The probability of absorption of the injected atom can then be calculated as follows:

Nst + Nps

Rtr
=——="=27R Cy |1 D.1
Dbo Ny, T L o Uty ( + 2a0> ( )

If the atom is not absorbed on injection, it proceeds to undergo a random walk process on the
lattice sites available to it. Since the internal sites are forbidden to the atom, the number of
sites available for jumping is N;; — Ng. Absorption occurs only if the atom jumps into one of
the sites peripheral to the trap. Since the jumps are in random directions and the traps are
randomly placed, the probability of absorption per jump, p, is just the ratio of the number of

peripheral sites divided by the number of available sites:

N, 2
p= ps _ 7TRtra2OCtr (D.Z)
Nis— Ng¢ 1 —7R;.Cy
The probability that a jumping gas atom survives 7 jumps in its random walk is:
Pj=(1-py)(1-p) j=1,2... (D.3)

Until now, we have assumed that once a solute atom reached a trap, it was absorbed by

it. This is equivalent to the Smoluchowsky boundary condition. However, we can extend the
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model to the more general partial reflection condition corresponding to imperfect trapping.
To this end, we define the probability, p,, that a solute atom in a site adjacent to a trap is
absorbed by the trap. (For the Smoluchowsky condition p, = 1). As a result, the probability
of absorption of an atom per jump in Eq. (D.3) becomes p,p instead of p. The average number

of jumps that an atom makes before absorption occurs is given by:
o0
i = Zij

(o)
= (1-po) Y _i(l—pap)
Jj=1

= (1—190)(1 2) (D.4)
(Pap)

In order to relate p, to the dimensionless intrinsic trapping rate constant k. , we recall the

in>
analogy between diffusion to the circular trap in the grain boundary and diffusion of point
defects to the core of a dislocation. The flux per unit length of dislocation line is given by
Olander [68]:

T - 7dS = ZD g, [C (R,) — C (Ry))] (D.5)

trap
where

7- 2 _ (D.6)

In (}%i)

Equating this flux to the corresponding expression in Eq. (5.2) yields:

C(Ry) = ——C(R;s D.7
(Be) = 135C (R (0.7)
where
Substituting equation (D.7) into equation (D.5) yields:
B
. =7D D.
tmp? 7dS o (1+B C (Rs) (D.9)

Under Smoluchowsky boundary conditions the flux per unit length of dislocation line reads:

7 -RdS = ZD,C (Ry) (D.10)
trap

Accordingly, the flux under radiative boundary conditions reduces to this expression if 5 — oo
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whence we obtain a reasonable approximation to pg:

_ B kilng
148 Kk lng—2

Pa (D.11)

Inserting this expression into Eq. (D.4), using the result in Eq. (6.33), and dividing by Rs of
Eq. (5.14) yields the dimensionless migration distance [ in Eq.(6.34).
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Appendix E

Analytical solution for the
intergranular module in the nucleation

phase

During the nucleation phase of the intergranular bubbles, the radius of the gas-vacancy cluster
is supposed to remain constant until the critical amount of gas atoms is built up. Until
then, the concentrations of the gas atoms dissolved in the grain boundary (C’gbv) and those

accumulated in the gas-vacancy clusters (C'gbb) are governed by the following coupled set of

ODE:
dc, R
dibv = (1= ¢p— pa)Ji — Jo — J3 — ACypy (E.1)
de, R
dibb = opJ1+ J2 — Jg — )\Cgbb (EQ)

The expressions for the flux terms in each macroscopic ring with index m are provided in

section 7.2.1.2. The intergranular source term is given by
Jl,m = Am - Bmégbv

where

‘ -

3
Ap(t) = 5—2 Dyt Crim (Rkim, t) (E.3)
I\/ kim

3 Jrim
B = D . E.4
" dgbSgb0s = Rim kim (E4)

:U

The flux of gas atoms entering the grain boundary bubbles by diffusion controlled precipitation
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is computed by means of

_ 8Dgpdni (1 — dui) Cyw
2= (1—¢w) (¢ —3) —2Ingy | RZ’ (E.5)

whereas the flux of atoms knocked back in the two adjacent grains by irradiation induced

re-solution is expressed as

JY = T.Cup, (E.6)
*]?I’) = Frégbba (E7)
where .
F
Fref

and the reference fission rate density (Fj.s) is taken at a linear heat generation rate of
20 kW /m.

During the nucleation phase of the grain boundary bubbles, both the number density as
well as the size (or the surface fraction) of the vacancy-gas-atom cluster are assumed to remain
constant. In addition, the temperature is supposed to stay constant during each microscopic
time step, which implies that the grain boundary diffusion coeflicient is invariable. The coupled
system of ODE in each macroscopic annulus of the pellet with index m can therefore be re-

written as

dégbv (t)

—— = v+ bt — pCon(t) (E.9)
dC o (t . .
gdib;() = ap+bt+ 'I’Cgbv(t) — qubb(t) (E.IO)

where all the coeflicients are constant between t, and t.:

Am (ts) te - Am (te) tS

ay = Pa— (1 — dv — ¢a) (E.11)
- Am (ts) z: = im (te) ts b (E.12)
b, = am (t;z — im (o) (1= o — ¢a) (E.13)
by = An (tzz — ;:m (te) Pui (E.14)

_ L 8Dgpdbi (1 — dur) 1
P = Bm(1—¢u—¢a)+ T om) (G0 —3) — 21 dm R,%,JFF’"JFA (E.15)

¢ = I+ (E.16)
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_ 8ng¢bl (1 - ¢bl) ] i B
"o [(1 “ow) (G —3) — 2Indy | B, DO (E.17)

The simplified set of ODE may be integrated analytically over the interval t; < t < t.,

during which all coefficients are constant. The homogeneous solution has the form

Coro ) [ % ) st (E.18)
Cobp Yy

where the 2 eigenfunctions (s1,s2) , for which the set of ODE has a non-trivial solution, are

obtained from the following determinant

‘ IR (E.19)
r —q—s
hence s; = —p and sy — —¢q. The corresponding eigenvectors (171,172 ) are defined by the
conventional relationship:
i _ (o 0\ (=
dt ro—q Y1
= siVh

- —p< 1 > (E.20)
Y1

V1=x1< ! ) (E.21)

q—p

w050

dt ro—q Y2

- —q<x2> (E.22)
Y2

from which we obtain

and, similarly

from which we obtain

(E.23)

N1
I
//

o
~——

Y2
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This yields the homogeneous solution of the set of ODE:

(x" ) ::1:1< 1 >ept+< 0 >eqt (E.24)
Yn —p Y2

For the particular solution I propose a linear form:
o) P ) (E.25)
Yp (67 B
Inserting Eq.(E.24) and Eq.(E.25) in the set of ODE yields:
- 0 v bv
P S [ R t (E.26)
roo—q Yp ap by
= (P (E.27)
Bo

Identifying the terms independent and linear in ¢ provides 4 equations for the 4 constants in

SIS

7N

s &

N~
|

the particular solution:

Bv = —pay+ay (E.28)
By = ra, —qop+ap (E.29)
0 = —pByt+by (E.30)
0 = 78y —qBp+ by (E.31)

The particular solution can thus be written as

" _bv—awp by
P | _ p? P
( )‘ —p(gr)  (rheipn) o +<7~bf@>t' (E.32)
Yp a\ p? ap® q pq
I determine the coefficients in the homogeneous solution from the two initial conditions:
CA’gbv (ts) _ ev
Cgbv (ts) 9b
1 0
= 1 ( , ) e Pls 4 ( ) e dts
a-p Y2

_by—awp by
p? )
* _r (bv—aup) _ (rbu+pbb) + % + ( rbu-lij—pbb ) s (E'33)

q p? qp? q Pq

which yields the analytical solution of the grain boundary concentrations in each macroscopic
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ring of the pellet during the time-interval ¢; < ¢ < t.:

N b, —a
— —p(t—ts) _ v vP _ o p(t—ts)
Cybo (1) 0,e pe [1 e ]
by
_ p(t—ts)
+ [t — o 2(-1)]
. _ T bo—awp _ bo, | [ —p(t—ts) _ g—alt—ts)
Cybp (t) = |:9 + 2 » ts:| [e e }

q—p

v by + pb —q(t—
[f( ap>+7‘ +2pb_%:|[1_eq(tts)}
q bq q

N (rb + pbb> tsefq(tfts)} 4 e ali—ts)

(E.34)

(E.35)
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