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Foreword  

The modelling and simulation of nuclear systems allow scientists and engineers to probe 

aspects of the operation of these systems beyond what has been precisely measured. This 

has numerous applications, including interpolation between known operational scenarios 

and extrapolation into the unknown, providing information to underpin safety, optimise 

performance and design new facilities and experiments. As computational resources have 

increased in the past decades and with higher-fidelity modelling approaches, leveraging 

novel simulation methods has become critical to the nuclear industry. However, the 

potential value of all simulation is tightly bound to the body of evidence, which supports 

the accuracy of the methods in the application domains. 

The Organisation for Economic Co-operation and Development (OECD) Nuclear Energy 

Agency (NEA) Expert Group on Multi-physics Experimental Data, Benchmarks and 

Validation (EGMPEBV) was created in 2014, under the aegis of the Nuclear Science 

Committee (NSC), to address the needs of member countries in certifying and utilising 

benchmarks for the validation of novel multi-physics codes. These benchmarks and the 

guidance on their use will help experts validate their codes, enabling their use in the wider 

nuclear community. Under the second task force created in the EGMPEBV, experts 

compared their approaches and their relative strengths and limitations, including a critical 

review of the current state-of-the-art in verifying, validating and performing uncertainty 

quantification with coupled multi-physics simulation. 

This report provides a self-contained review of the current approaches for single and multi-

physics validation, including both coupled and uncoupled uncertainty quantification and 

propagation. Through a detailed inter-comparison study, this report compiles the common 

elements that are required for best practices.  
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Executive summary 

The Nuclear Energy Agency (NEA) Expert Group on Multi-physics Experimental Data, 

Benchmarks and Validation (EGMPEBV) was created in 2014 under the auspices of the 

NEA Nuclear Science Committee (NSC) to establish the processes for the certification of 

experimental data and development of benchmark models for validation of Multi-Physics 

(MP) Modelling and Simulation (M&S) computational systems. The aim of the group is to 

provide member countries with guidelines and recommendations for validating and 

improving their novel multi-physics simulations and access to key experimental data. 

The organisation of the EGMPEBV relies on three task forces (TFs), focused on:  
1) experimental data qualification and benchmark evaluation; 2) methods and standards; 

and 3) specific applications.  

Task Force 2 was designed to develop validation methods and guidelines and uncertainty 

qualification for the multi-physics, multi-scale codes in the context of emerging demands 

such as longer fuel cycles and power uprate.  

Task 3 of Task Force 2 was designed to develop guidelines for current (traditional) multi-

physics validation and uncertainty quantification. The present report summarises the 

current practice in the validation process, discusses uncertainty analyses and current 

methodologies used to extrapolate beyond the validation domain.  

Code developers, research organisations and professional societies have developed various 

practices for validation of M&S tools and data. The approaches may vary depending on the 

limitations of the M&S tools and data as well as the intended application of such M&S 

tools. This report summarises some of the primary practices, including recommendations 

and guidelines that have been developed within NEA member countries. 
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1.  Introduction and definition of terms 

1.1 Background 

The Expert Group on Multi-physics Experimental Data, Benchmarks and Validation 

(EGMPEBV) was formed under the auspices of the Nuclear Energy Agency (NEA) 

Nuclear Science Committee (NSC) in 2014 [1]. The expert group (EG) has the task of 

establishing the processes for the certification of experimental data and development of 

benchmark models for validation of Multi-Physics (MP) Modelling and Simulation (M&S) 

computational systems. In addition, this EG will seek to establish appropriate processes 

and procedures for the use of data and benchmark models for validation of M&S tools and 

data. In detail, the objectives of the EG are to provide member countries with: 

  the guidance and processes for certifying experimental data for its use as a 

benchmark or for its use in general testing of modelling and simulation tools; 

 access to certified experimental data from the contributions of individual member 

countries; 

 guidance and recommendations for developing benchmark models from certified 

experimental datasets; 

  access to standardised benchmark models with detailed uncertainty evaluations 

and uncertainty methodology guidelines; 

  recommendations and guidelines for the range of applicability of the certified 

experimental datasets; 

 guidelines and consensus recommendations for validating MP simulations; 

 a limited number of demonstrations of the validation recommendations. 

The EGMPEBV is currently organised into three task forces: 

 Task Force 1 on Experimental Data Qualification and Benchmark Evaluation: The 

TF-1 team has the aim first to identify the main challenges for validating MP M&S 

tools and then to develop and implement processes for evaluating and producing 

experimental datasets that could be used for validating novel MP M&S tools.  

 Task Force 2 on Validation Guidelines and Needs: The TF-2 team has been formed 

to identify needs and to develop best practices for development of methodologies 

for validation. 

 Task Force 3 on Example Application of Validation Experiments: The TF-3 team 

has the objective to organise MP M&S benchmarks involving validation 

experiments. 

In order to achieve the above objectives and given the multidisciplinary nature of the 

activities, the three TF teams will liaise closely with other relevant NEA working parties 

and expert groups, including those operating under the guidance of the Nuclear 
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Development Committee (NDC) and the Committee on the Safety of Nuclear Installations 

(CSNI), to ensure that the respective programmes are complementary, to provide advice 

and support where required and undertake common work where appropriate. Several 

different expert groups of the NEA have established rigorous processes for the 

accumulation and preservation of existing and new experimental data for single physics 

phenomena. Under the auspices of: 

 Nuclear Science Committee (NSC): 

– the International Criticality Safety Benchmark Evaluation Project (ICSBEP);  

– the International Reactor Physics Experiment Evaluation (IRPhE) Project; 

– the International Fuel Performance Experiments (IFPE) database; 

 Committee on the Safety of Nuclear Installations (CSNI): 

– the CSNI Code Validation Matrix (CCVM) of Separate Effect Test Facilities 

(SETFs); 

– the CSNI Code Validation Matrix (CCVM) of Integral Test Facility (ITF). 

Several processes have been developed by which experimental data is “qualified” for use 

in benchmarks and several benchmark models are developed for the validation of modelling 

of single physics or limited multi-physics phenomena.  

Additionally, the Expert Group on Uncertainty Analysis in Modelling (EGUAM) within 

the Working Party on Scientific Issues of Reactor Systems (WPRS) has been leading an 

international effort to establish the processes for performing coupled neutronics and 

thermal-hydraulics simulations for a variety of reactor types but with a focus on light water 

reactors (LWRs). The efforts of these working groups will form the basis for the processes 

and priorities of the EGMPEBV to reduce duplication and take advantage of the knowledge 

built by these groups over the years.  

The EGMPEBV effort will strive to leverage the efforts of the NSC and the CSNI into a 

demonstrated methodology for qualifying experimental data, creating “benchmarks” and 

establishing validation guidelines for MP M&S tools. 

The principal objectives of Task Force 2 initiative are: 

 development of consensus guidelines for validation of multi-physics M&S tools 

and data; 

 development of guidelines for performing uncertainty qualification and evaluating 

ranges of applicability for predicting M&S performance outside of the validation 

domain; 

 identifying the needs for specific experiments with the intended purpose of 

validating multi-physics M&S tools and data. 

The present report summarises the status of the existing practices for multi-physics 

validation. Code developers, research organisations and professional societies have 

developed various practices for validation of M&S tools and data. The approaches may 

vary depending on the limitations of the M&S tools and data as well as the intended 

application of such M&S tools. The report is developed that summarises some of the 

primary practices, including recommendations and guidelines that have been developed 

within the member countries of the NEA.  
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1.2 Objective of the present report 

This report identifies several commonly used assessment frameworks and summarises the 

general approach, the strengths, the weaknesses and ease of use of these frameworks. The 

report includes an overview of the phenomena identification and ranking table (PIRT) 

process along with the key issues that must be considered when identifying relevant 

physical phenomena and the coupling among the phenomena such as thermal-hydraulics 

and neutronics. The report includes a summary of the principal issues to consider when 

coupling physical phenomena that have varying degrees of fidelity in the temporal, spatial 

and/or energy domains. Likewise, the report summarises current approaches for estimating 

total uncertainty at various levels of the validation hierarchy and the cautions and 

challenges in such estimates. The report also provides recommendations as to the treatment 

of experimental uncertainty and the inference of measured data with respect to simulated 

responses of interest. A critical topic in estimating the total uncertainty at the application 

conditions of interest is how to estimate the model form uncertainty using validation 

metrics. Finally, the report includes a summary of the primary recommendations for the 

use of multi-physics modelling and simulation tools extrapolated beyond the validation 

domain. 

1.3 Structure of the report 

The report is organised in six chapters including the introduction and definition of terms, 

validation of single physics, validation of multi-physics, uncertainty quantification 

approaches, summary of validation and uncertainty quantification (VUQ) state of practice 

and conclusions. 

Examples and current approaches for validation of single physics calculations are provided 

in Chapter 2 while examples and current approaches for validation of multi-physics 

simulations are given in Chapter 3. Uncertainty quantification frameworks for single and 

multi-physics simulations are described in Chapter 4. A summary of VUQ practices is 

provided in Chapter 5 and conclusions are given in Chapter 6. 

1.4 Definitions 

First, some definitions will be introduced such as single physics, pre-traditional and 

traditional multi-physics models, integral effects, separate effects and plant measurable 

parameters. In addition, the definition of validation and uncertainty quantification as well 

as discussion of traditional versus validation experiments will be provided. 

Single physics modelling and simulation focus on single physics phenomena and consider 

the interactions with other physics phenomena via boundary conditions. 

Multi-physics modelling and simulation describes non-linear multi-physics phenomena by 

on-line treatment of feedback effects of different physics.   

While integral effects describe the behaviour of a reactor system at nominal, off-nominal 

or accident conditions, the separate effects describe the behaviour of single component or 

characteristics of one phenomenon.   

Plant measurable parameters are integral parameters or local distributions, which can be directly 

or indirectly measured during the plant operation and/or transient conditions. The obtained 

measured values must be supplemented with corresponding experimental/measurement 

uncertainties. 
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There are many interactions between different physics phenomena at different scale in 

different components of nuclear power plants. Especially important are the multi-physics 

interactions in reactor cores. In the past, these different interactions were treated either as 

boundary conditions (i.e. each physics calculation was performed independently, and the 

impact of other physics phenomena was taken into account through boundary conditions) 

or using very simplistic models for some of the physics phenomena. Examples for the latter 

are the point kinetics model implemented in the system thermal-hydraulic models or one-

dimensional thermal-hydraulic models implemented in neutronics core design codes. These 

simulation models are defined as pre-traditional multi-physics tools. 

The traditional multi-physics tools include mostly neutronics/thermal-hydraulics coupling 

into reactor core on assembly/channel basis. The coupling of reactor core to the system and 

coupling of the system to containment also belongs to traditional multi-physics simulations. 

The novel multi-physics tools, which include high-fidelity coupling on pin/sub-pin (pin-

resolved)/sub-channel level of several physics’ phenomena in the reactor core such as 

neutronics (reactor physics), thermal-hydraulics, fuel performance, structural mechanics, 

chemistry, etc. 

Verification and validation (V&V) and uncertainty quantification (UQ) are used as a 

measure of performance of the reactor physics system. In the literature and among different 

reactor vendors and regulatory agencies there are different terminologies of V&V and UQ. 

The most common are the following definitions: 

 verification is a process of determining that a model implementation accurately 

represents the developer’s conceptual description of the model and the solution to 

the model; 

 validation is a process of determining that a model is an adequate representation of 

the real world from the perspective of the intended uses of the model; 

 qualification is a process of determining the degree to which a model represents a 

domain of real-world solutions; 

 uncertainty quantification is a determination of the degree of accuracy of the model 

representation for intended applications. 

As discussed in [2], the process of determining the degree to which a computational model 

provides an accurate representation of the real world from the perspective of the intended 

uses of the code is generally referred to as validation. This is depicted in the schematic 

shown in Figure 1.1, which shows that the validation is performed in many phases.  



NEA/NSC/R(2019)7  19 
 

EXISTING PRACTICES FOR MULTI-PHYSICS VALIDATION: REPORT ON SUB-TASK 3, TASK FORCE 2 
  

Figure 1.1. Phases of validation process 

 

Source: Oberkampf and Trucano, 2004. 

 

Although one of the goals of the various modelling and simulation projects is to reduce 

reliance on expensive experimental validation, the complexity of these new computational 

tools presents an even greater validation challenge. The amount of data needed to validate 

a single figure of merit (FOM) resolved over a fine mesh is orders of magnitude greater 

than that used for an integral code experiment. When dealing with multiple physics and 

scales, not only does the volume of data increase geometrically but one must account for 

the coupling terms as well. Additional challenges arise from the fact that some of the key 

parameters are not directly measurable but must be derived from other measurable 

quantities, injecting even more uncertainty into the result. Furthermore, results of such 

complex simulations are more sensitive to user effects due to many options, which are 

difficult to isolate and quantify. 

Thus, the difficulty of validating high-fidelity, multi-physics codes has rendered traditional 

methods used for single physics and integral codes entirely inadequate. New experimental 

and analytical techniques must be devised, tested and compared. In addition, new types of 

experiments are needed as validation experiments [2]. The objective of a validation 

experiment is to determine the predictive accuracy of a model (or group of models), which 

is different from objectives of the so-called traditional experiments. The traditional 

experiments are usually categorised as: 

 scientific discovery experiments (with objective to improve fundamental 

understanding of physics (a process or phenomena) – for example departure from 

nucleate boiling); 

 calibration experiments (with objective of constructing and improving a model for 

a well-understood process i.e. determining parameters in existing mathematical 

models – for example experiment for bubbly flows);    

 system performance experiments (with objective to determine reliability, 

performance and/or safety of components or systems i.e. assessing subsystem or 

complete system performance – for example loss-of-coolant experiment). 
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According to [3], a model validation experiment is an experiment that is designed and 

executed to quantitatively estimate a mathematical model’s ability to simulate a 

well-characterised experiment. The customer of a model validation experiment is usually a 

model developer or computational analyst. The six characteristics of a validation 

experiment are defined as follows [3]:  

 a validation experiment should be jointly designed and executed by 

experimentalists and computation specialists (close working relationship during the 

whole process);  

 a validation experiment should be designed to capture the relevant physics, all 

initial and boundary conditions, and all auxiliary data needed for a simulation 

(computational simulation input data should be measured in the experiment and key 

modelling assumptions understood as well as characteristics and imperfections of 

the experimental facility should be measured and included in the simulation);  

 a validation experiment should use any possible synergisms between experiment 

and computational approaches (offset strengths and weaknesses of computation and 

experiment);  

 independence between computational and experimental results should be 

maintained where possible (the flavour of a blind comparison should be maintained 

if possible and all input data needed for the simulation should be measured and 

provided);  

 a hierarchy of experimental measurements should be made, which presents an 

increasing range of computational difficulty (the data should include functionals, 

local variables, derivatives of local variables and computational solution data 

should be processed in a manner similar to the experimental measurement data);  

 a validation experiment must carefully employ experimental uncertainty analysis 

procedures to delineate and quantify random and correlated bias errors 

(experimentalist should provide uncertainty estimates on system response data and 

input quantities needed by the code, use traditional or statistical design of 

experiments methods to estimate random and correlated bias errors in 

measurements, and if possible, conduct experiments using different diagnostic 

techniques or different experimental facilities).  

The design and utilisation of validation experiments, as proposed by Professor Dr Paul 

Turinsky from North Carolina State University (NCSU), are illustrated in Figure 1.2.  
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Figure 1.2. Design and utilisation of validation experiments 

 

Source: NCSU, 2019.  

During the past several years, methodological guidelines and procedures for designing and 

conducting a validation experiment have been developed [2]. These guidelines have been 

utilised by Professor Dr Nam Dinh from NCSU to develop a concept for multi-physics 

model validation as shown in Figure 1.3. The validation experiments provide a rigorous 

foundation for validation of multi-physics simulations. Schematics of the validation 

experiment hierarchy for a multi-physics model benchmark is depicted in Figure 1.4. 

Figure 1.3. Concept for multi-physics model validation 

 
Source: NCSU, 2019.  
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Figure 1.4. Multi-physics validation experiment hierarchy 

 

 

Source: NCSU, 2019. 

The multi-physics coupling mechanisms and feedback effects in a reactor core are shown 

in Figure 1.5. These interactions occur at different time scales, which we can separate as 

short (seconds and minutes) and long (months and years) time phenomena. The utilised 

approach is to design separate series of progressive validation experiments (to assess the 

impact of individual physics on multi-physics simulations) for both short and long multi-

physics time phenomena in a reactor core.  

Figure 1.5. Multi-physics coupling mechanisms and feedback effects in a reactor core 

 

Source: CEA, 2019. 

The currently developed reactor modelling and simulation capabilities that couple multiple 

physics phenomena have the following validation challenges: 

 consistent multi-physics validation path from single- to two-, and to n-physics 

validation;  

 complexity and high fidelity of these new computational tools; 

 using new types of experiments   ̶ validation experiments. 

Usually in LWR core simulations the modelling of structural mechanics could be neglected 

thus reducing the multi-physics coupling mechanisms to four physics as shown in Figure 

1.6.   
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Figure 1.6. Multi-physics coupling mechanisms in LWR core 

 

Source: NCSU, 2019. 

The short-time transient phenomena in a LWR core is of high importance and is related to 

industry safety concerns such as design basis and anticipated transients without scram. The 

multi-physics coupling in this case includes coupling of neutronics reactor physics (RP), 

thermal-hydraulics (TH), and fuel physics fuel performance (FP) as shown in Figure 1.7. 

Figure 1.7. Multi-physics coupling mechanisms for short-time transient phenomena in LWR core 

 

Source: CASL, 2018. 

In this report, the validation of traditional multi-physics tools is discussed with focus on 

the above-mentioned three-physics coupling between RP, TH and FP. The first step in 

multi-physics validation is the validation of different single physics models involved in the 

coupling for the specific application of interest. The second step is to validate different two-

physics coupling mechanisms (RP-TH, RP-FP, TH-FP) using experimental data. The third 

and final step is to validate the full multi-physics coupling (RP-TH-FP). This approach 

includes progression of exercises (based on experiments and measurements) as shown in 

Figure 1.8. In real life, usually not all needed experimental data is available, especially 
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when based on traditional experiments that have been used to validate the pre-traditional 

and traditional multi-physics tools. For example, assuming that the experimental data, 

which addresses “light green” physics areas in Figure 1.8, is available while the data for 

white areas is not. The light green areas will cover just part of the multi-physics validation 

pyramid but will follow a logical path (blue line) to decompose the impact of each single 

physics effect and consistently include coupling with other physics as described below. 

Figure 1.8. Multi-physics validation hierarchy 

 

Source: NCSU, 2019. 
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2.  Validation of single physics 

Examples and current approaches for validation of single physics calculations are provided 

in this chapter. 

2.1 Core reactor physics  

The current core reactor physics calculations process is a two-step process – first single 

assembly lattice physics calculations are performed for preparation of a parametrised 

few-group nodal parameter library, which is used by the core nodal simulators for core-

wide calculations.  

Examples and validation matrices for both steps are presented below. In general, the 

verification and validation (V&V) approach for light water reactor (LWR) physics software 

includes the following components [4]: 

 verification: 

– self-consistency tests (convergence in space, time, energy); 

– comparisons to numerical benchmark solutions; 

– comparisons to higher-order methods; 

– comparisons to other code results. 

 validation: 

– comparisons to critical measurements; 

– comparisons to isotopic measurements; 

– comparisons to power reactor physics tests; 

– comparisons to power reactor core-follow measurements; 

– comparisons to power reactor transient measurements. 

Different data libraries and software systems within the framework of typical reactor 

physics calculation schemes are verified and validated. The fundamental data libraries 

Evaluated Nuclear Data Files (ENDF) are among the most difficult things to verify. Inter-

comparisons are performed between different data libraries like ENDF and Joint Evaluated 

Fission and Fusion (JEFF) libraries. Nuclear Data Processing Code (NJOY) is usually used 

to process the data in multi-group format. The lattice physics codes are usually verified by 

using single assembly and mini-core (colour-set) numerical benchmarks and Monte Carlo 

reference solutions. The isotopic predictions of lattice codes are validated using 

measurements. Some “interpretation” is required to make these measurements lattice 

“benchmarks”. Isotopic validation is useful but limited in terms of sensitivity to reactivity. 

The lattice physics codes are usually validated using critical experiments. Hundreds of 

those are available [5] but some of the best (for LWRs) are proprietary. About 100 per cent 

mille (pcm) (one sigma) spread is routinely obtained in the comparisons with measured 



26  NEA/NSC/R(2019)7 
 

EXISTING PRACTICES FOR MULTI-PHYSICS VALIDATION: REPORT ON SUB-TASK 3, TASK FORCE 2 
  

data. Some critical experiments can also be run directly with nodal codes. For the nodal 

core simulators, the best verification model is a comparison with full-core lattice model 

since the cross-sections for the nodal core model are generated by the lattice model. Usually 

acceptable results in such comparisons are if keff is within 50 pcm, nodal powers root mean 

square (rms) are less than 1%, and pin-wise rms are less than 2%. For nodal simulators 

validation using measured data at beginning of cycle (BOC) hot zero power (HZP) 

conditions is very important. 

Note that the core thermal-hydraulic models are usually validated using measured loop test 

data like pressure drop across the core and for different axial layers between the spacer 

grids. The coupled nodal/thermal-hydraulic core steady-state models are validated by using 

data from core measurements. The transient coupled core simulators are verified using 

numerical benchmarks (kinetics – without feedback and dynamics with feedback) in which 

the cross-section libraries are provided. The validation sometimes also requires coupling to 

the vessel and system thermal-hydraulic models for simulation of different transients for 

which measured data exist.     

Development and qualification of new reactor physics code systems as well as merging the 

existing tools in unified systems capable of analysing different reactor types is a lengthy 

process. The term of qualification stands for V&V, which includes [6]: 

 comparisons to high-order methods, such as Monte Carlo methodologies; 

 comparisons to critical experiments; 

 comparisons to plant measurement (this the heaviest part and the most important). 

The number of critical experiments and spent fuel analyses is limited. Mostly, these 

experiments are at exposure zero and the existent fuel samples available for spent fuel 

validation do not cover the particular interests of modern assembly designs (burn-up steps 

up to 70 GWD/MTU or more, various void levels, 0 up to 80% void, different enrichments 

and gadolinium content). Gamma scans pin by pin are even more uncommon than the 

critical experiments, and the errors in the history of the samples can be significant. Some 

of the experiments are proprietary. The reactivity changes with exposure cannot be assessed 

by measurements unless a three-dimensional (3D) core simulator is used, which is an 

indirect way to prove the quality of the spent fuel analysis. Therefore, “numerical 

experimentsˮ as performed by Monte Carlo criticality, Monte Carlo based depletion and 

coupled Monte Carlo/thermal-hydraulic calculations are provided to bridge gaps where 

measurements are lacking, to make comparisons for specific fuel assemblies.  

The following integral experiments are required for reactor physics software qualification: 

 mock-up experiment; 

 chemical assays on irradiated fuels; 

 reactivity versus burn-up; 

 fundamental experiments. 

Interest in high-quality integral benchmark data is increasing as efforts to quantify and 

reduce calculation uncertainties accelerate to meet the demands of next generation reactor 

and advanced fuel cycle concepts. The International Reactor Physics Experiment 

Evaluation Project (IRPhEP) and the International Criticality Safety Benchmark Evaluation 

Project (ICSBEP) continue to expand their efforts and broaden their scope to identify, 

evaluate, and provide integral benchmark data for method and data validation [7,8]. 
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Benchmark model specifications provided by these two projects are used heavily by the 

international reactor physics, nuclear data and criticality safety communities. 

The plant operating data used for qualification of reactor physics software consist of start-

up and cycle follow-up measurements: 

 critical eigenvalue: 

– hot, operating conditions; 

– cold shut-down/start-up critical configurations. 

 in-core instrumentation comparison; 

 gamma scans (power, exposure, and fission gas); 

 post-irradiation examination radiochemical analysis. 

The United States Nuclear Regulatory Commission (US NRC) requires in reactor physics 

software licensing submittals to have comparisons with plant measurements. The US NRC 

will not issue a licence without plant data. The qualification of the nuclear core design 

system serves two purposes:  

 to demonstrate the capability of the system to perform accurate nuclear design 

calculations; 

 to provide a basis for licensing the methodology with the US NRC.  

Qualification calculations are always performed for parameters that are measured at plant 

start-up. For a pressurised water reactor (PWR), these parameters usually include: BOC 

HZP critical boron, BOC HZP isothermal temperature coefficient (ITC) and BOC HZP rod 

worth. Reactor physics calculations are usually performed for all these parameters for all 

cycles in the qualification plant database where existing measurement data were available. 

Figure 2.1 shows a sample histogram of the differences between measured data and 

calculation critical boron results. These results show very good performance, with an 

average difference very close to zero and a standard deviation on the order of 20 parts per 

million (ppm). 

Figure 2.1. Histogram of HZP BOC measured – predicted differences for critical Boron 

 

Source: Mayhue et al., 2008. 

One example of reactor physics validation are the results of recent validation studies for 

the WIMS/PANTHER code package for PWR reactors [9]. A wide range of reactor cores 
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have been analysed by this route, ranging in size in both axial and radial directions. The 

fuel types vary in both fuel geometry and fuel composition. A range of comparisons of 

predictions with measurements has been carried out and the resulting agreement is reported 

in the paper. These measurements included the following: 

 measurement at HZP: 

– critical boron concentrations at various rod bank configurations; 

– bank worth of various rod bank configurations; 

– isothermal temperature coefficients; 

– Boron worth. 

 measurements at power: 

– Doppler coefficients; 

– flux maps at various power levels. 

The summary of the statistical analysis of the validation results over 90 cycles is given in 

Table 2.1: 

Table 2.1. HZP validation results 

HZP BOC Parameters Units Predicted  ̶  measured Sample size 

Mean 1s 

Critical boron concentrations     

ARO [ppm] 1 26 96 

All rodded configurations [ppm] -13 19 231 

Rod bank worth Δr [%] 0.4 5.4 295 

MTC [pcm/C] -2.7 1.3 90 

Boron worth Δr [%] -2.7 5.5 92 

Where Δr denotes a (PANTHER/Measured – 1) difference. 

Source: Hutton et al., 2000. 

2.2 Fuel performance 

Fuel performance codes are usually developed to solve equations embodying the 

phenomena as thermal performance, structural mechanics, actinide behaviour and fission 

product behaviour, etc. It is common that traditional fuel performance codes employ the 

so-called 1.5D representation of the fuel rod geometry, that is, the fuel rod simulations are 

performed on an axisymmetric, axially-stacked, one-dimensional radial model. Examples 

of fuel performance codes using such a simplified geometrical representation include 

FRAPTRAN [10,17,24], SCANAIR [11], TRANSURANUS [12] and SFPR [13].  

Take the FRAPTRAN and its steady-state companion code FRAPCON [15,22,23] for 

example, the finite differencing approach is utilised to calculate the fuel performance 

related parameters at each of the user specified slices of the fuel rod, as seen in  
Figure 2.2 [15], each representing one axial node at a specific elevation defined by the user. 
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Each axial fuel node is radially subdivided into a set of concentric rings or annuli, providing 

nodes with constant volume, thickness, or other properties, such as power or fuel burn-up 

[15]. When variables at any given axial node are calculated, they are linked to those at other 

axial nodes via shared properties, such as 1D temperature linked via coolant heat transfer.  

Figure 2.2. Radial discretisation for the finite differencing method used in 

FRAPCON/FRAPTRAN models 

 

Source: Geelhood et al., 2011. 

The FRAPTRAN code is developed to model the phenomena that influence the 

performance of fuel rods in general and the temperature, embrittlement and stress of the 

cladding. The code has a heat conduction model to calculate the transfer of heat from the 

fuel to the cladding and a cooling model to calculate the transfer of heat from the cladding 

to the coolant. The code has an oxidation model to calculate the extent of cladding 

embrittlement and the amount of heat generated by cladding oxidation. A mechanical 

response model is included to calculate the stress applied to the cladding by the mechanical 

interaction of the fuel and cladding, by the pressure of the gases inside the rod, and by the 

pressure of the external coolant. 

The SCANAIR code [11] consists of three main modules dealing with thermal dynamics, 

structural mechanics and gas behaviour. These modules are closely coupled in the 

following way: during each time step, a first convergence is reached between thermal and 

thermal-hydraulics solutions. Then, using the calculated temperatures, a second iteration 

occurs between the gas behaviour module and the mechanical solutions. Upon achieving 

the convergence of this second resolution, temperatures are re-calculated and so on until 

full convergence of the different modules.  

The SFPR code [13] was developed for mechanistic multi-scale modelling of single fuel 

rod behaviour under various regimes of LWR operation (normal and off-normal, including 

severe accidents). The code simulates evolution of fuel defect structure (microscale,  
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~10-5 m), pellet-cladding stress strain state (mesoscale, ~10-2 m), heat conduction and 

changes in rod geometry (macro-scale ~1 m). It provides self-consistent description of the 

following processes: release of gaseous fission products from UO2 or mixed-oxide (MOX) 

fuels; fuel pellet swelling; mechanical and physico-chemical “pellet-cladding” interactions; 

mechanical properties degradation of cladding material due to oxidation/hydrogenation. 

The SFPR has a modular structure and includes three main modules: structural mechanics, 

thermal conduction and fuel behaviour modules. The last module was developed on the 

base of stand-alone fuel performance code MFPR [14]. The MFPR code self-consistently 

describes: fission products generation and intragranular transport accompanying by 

formation of secondary phases – precipitates at the grain boundaries; evolution of fuel 

micro-structure (point defects, such as vacancies and interstitials, and extended defects, 

such as gas bubbles, sintering pores and dislocations), which strongly influences the intra- 

and intergranular diffusion transport of fission product atoms in irradiated fuel; evolution 

of the intergranular porosity resulting in the fuel swelling; radial diffusion of oxygen in 

temperature gradient in a fuel pellet resulting in significant changes in local oxygen 

potential and, consequently, in thermos-physical properties of fuel; fission product 

transport through intergranular to open porosity and fuel-cladding gap; partial fission 

product condensation in the gap and formation of solid fission product layer (“Joint Oxide 

Gainˮ or JOG structure).  

The microscopic parameters characterising the crystal defect structure naturally arise, 

however, being physically grounded; these can be fixed from the analysis of available 

experimental data (and/or from atomic scale simulation: DFT, classical MD, KMC) and 

then used without any artificial tuning in further calculations. This is the main goal of the 

mechanistic approach realised in the MFPR code. For improvement and validation of the 

1D thermo-mechanical models the capabilities of the 3D finite element method (FEM) were 

used. 

During last five years, on the basis of approaches and methods realised in the SFPR code, 

the mechanistic multi-scale BERKUT code has been developed that describes the fuel rod 

behaviour in the fast reactors. 

The validation of fuel performance codes is primarily performed by comparing the code 

predicted parameters with that obtained in the experiments. For example, an integral 

assessment has been performed to quantify the predictive capabilities of FRAPTRAN using 

a set of experimental data from reactivity initiated accident (RIA) and loss-of-coolant 

accident (LOCA) operating conditions [16,23]. 

The validation metrics for the RIA accident assessment are the following:  

 residual cladding hoop strain; 

 cladding failure (and enthalpy at failure); 

 fission gas release. 

The list below gives the validation metrics for LOCA accident assessment: 

 cladding ballooning, failure, and pressure; 

 residual hoop strain; 

 high-temperature oxidation predictions. 

The integral validation assessment of steady-state and cycle depletion fuel performance 

calculations is usually done by comparing the code predictions for fuel temperatures, 
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fission gas release (FGR), rod internal void volume, fuel swelling, cladding creep/growth, 

cladding corrosion, and hoop strain to data from integral irradiation experiments and post-

irradiation examination programmes [25]. The cases used for code assessment are usually 

selected based on the following criteria: well-characterised design and operational data 

were provided, and the reported results spanned ranges of interest for both design and 

operating parameters. For LWRs, the fuel rod cases are selected to represent both boiling 

water reactor (BWR) and PWR fuel types, with pellet-to-cladding gap sizes within, above, 

and below the normal range for power reactor rods. The fill gas is pure helium in most 

cases, but cases are included for which helium-xenon fill gas mixtures were used to assess 

the gap conductance model. The linear heat generation rates at beginning of life (BOL) 

range up to 60 kW/m (18 kW/ft), and during end of life (EOL) power ramps, they range up 

to 47 kW/m (14 kW/ft). The rod-average fuel burn-ups range up to 62 GWd/MTU. The 

EOL FGR ranges from less than 1 percent to greater than 50% of the produced quantity. 

The integral validation assessment of transient fuel performance calculations is usually 

done to evaluate the predictions of the thermal and mechanical behaviour of LWR fuel rods 

during reactor power and coolant transients such as reactivity accidents, BWR power 

oscillations without scram, and LOCAs at burn-up levels up to 62 gigawatt-days per metric 

ton of uranium (GWd/MTU). The assessment is performed by comparing the fuel 

performance code calculations to data from selected integral irradiation experiments and 

post-irradiation examination programmes [25]. The cases used for code assessment are 

selected on the criteria of having well-characterised design and operational data and 

spanning the ranges of interest for both design and operating conditions. Two principal sets 

of data were used: 1) data from recent RIA test programmes and 2) data from LOCA test 

programmes. 

Most reactor system and core thermal-hydraulics codes, as well as some reactor physics 

core simulators have their have their own simplified fuel rod and heat transfer models with 

conduction solutions [26]. These models are validated using the same approaches described 

above for the fuel performance codes.   
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Figure 2.3. Measured and predicted by FRAPCON centreline temperature  
for the UO2 assessment cases throughout life 

 

Source: Geelhood and Luscher, 2014. 

Figure 2.4. FRAPTRAN-1.5 predictions of RIA FGR for CABRI and NSRR UO2 rods 

 

Source: Geelhood and Luscher, 2014. 
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2.3 Core thermal-hydraulics 

Modelling of nuclear reactor core thermal-hydraulics is performed using different fidelity 

methods including system, sub-channel, porous media and Computational Fluid Dynamics 

(CFD) codes. The V&V of the thermal-hydraulic feedback core model is an extensive 

programme [27], which includes numerical and experimental benchmarks for a variety of 

LWR steady-state and transient simulations. The V&V work is meant to demonstrate that 

the code behaves as expected and produces physically correct and accurate results for these 

intended applications. Therefore, the intended modelling applications drive the  
V&V work [28]. Each application has a set of physical phenomena upon which it will be 

dependent. The core thermal-hydraulics code must be capable of accurately modelling each 

of these physical phenomena. Usually, a series of tables are prepared that summarise the 

list of intended applications, the important physical phenomena in these applications, the 

models that were implemented into the code to capture these important physical 

phenomena, and the selected experimental tests that are used to show how accurately these 

models capture the phenomena. There are two columns for tests; one provides a link to 

validation tests and the other provides links to verification tests. A separate table is 

provided for each intended application of the code. A LWR core thermal-hydraulics code 

is usually developed for the following modelling applications: normal PWR and BWR 

operating behaviours, Departure from Nucleate Boiling (DNB) analysis of PWRs and 

Critical Heat Flux (CHF) analysis of BWRs, RIA analysis in PWRs and BWRs, etc. In 

summary, the V&V work seeks to provide a certain level of certainty and confidence in the 

predictive capabilities of the code for the scenarios it was designed to model: rod bundle 

geometries with operating conditions that are representative of prototypical PWRs and 

BWRs in both normal and accident conditions. This is done by modelling a variety of 

experiments that simulate these scenarios and then presenting a qualitative and quantitative 

analysis of the results that demonstrates the accuracy to which the core thermal-hydraulic 

code can capture specific quantities of interest. 

For example, the PWR verification matrix for the modernised version of COBRA-TF – 

CTF (which is considered to replace current core thermal-hydraulic models in vendor’s 

core analysis code systems because of its advanced two-phase three-field modelling) 

includes [27]: 

 PWR sample case;  

 PWR core calculations: 

– steady state – fuel assembly (FA)-by-FA level; 

– steady state  ̶  cell-by-cell level; 

– flow reduction transient   ̶ FA-by-FA level;  

– flow reduction transient   ̶ cell-by-cell level; 

– power rise transient  ̶ FA-by-FA level; 

– power rise transient  ̶  cell-by-cell level; 

– pressure reduction transient   ̶ FA-by-FA level; 

– pressure reduction transient   ̶ cell-by-cell level; 

– main steam line break transient. 

The core test facility (CTF) calculations are compared with the results from other codes.  
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The validation matrix of CTF consists of tests selected to validate the CTF modelling of 

the following physics phenomena [28]: heat transfer, pressure loss, single phase turbulent 

mixing, void content, two-phase turbulent mixing and void drift, dry-out, solid structure 

models and natural circulation. 

The CTF BWR validation matrix includes different tests such as Bennett tube test, GE 3x3 

experiment, PELCO-S 4x4 test and NEA/NRC Full-size Fine-Mesh Bundle Tests (BFBT), 

based on the NUclear Power Engineering Corporation (NUPEC) BWR bundle data 

benchmark [29]. The comparisons of CTF predictions of BWR 8x8 bundle pressure drop 

with measured values from the NEA/NRC BFBT benchmark are shown in Figure 2.5.  

Figure 2.5. Comparisons of the overall bundle pressure drop CTF predictions vs. measurements 

 
Source: PSU, 2018. 

 When core thermal-hydraulics codes are developed, experimental test must be used to 

develop and calibrate the models in the closure laws for the fluid equations. The facilities 

try to reproduce the phenomena that can be observed in the fuel assembly. These facilities 

reproduce totally or partially an assembly in the reactor of interest and the problem is 

represented at full scale. To analyse specific phenomenon encountered in the reactor core, 

the test conditions are set in such a way that this phenomenon is predominant at those 

conditions.  

Validation of core thermal-hydraulics codes has been performed traditionally through in-

house experiments carried out by fuel vendors interested in demonstrating cooling 

capacities of the fuel and safety margins to the nuclear regulatory body. An example of this 

is the GE 3x3 test developed by General Electric to assess model for inter-sub-channel 

mixing at single and two-phase conditions [30].    

Some of the most known experiments for validation, not only for core thermal-hydraulics 

codes but also for CFD codes applied to fuel assembly analysis, were those performed with 

data made available from the NUPEC database obtained in Japan. This corporation 

performed between years 1987 and 1995 a series of void measurement tests using full-size 

mock-up tests for both BWRs and PWRs. The void distribution was visualised at the mesh 

size smaller than the sub-channel under actual plant conditions using state-of-the-art 

computer tomography (CT) technology. NUPEC also performed steady-state and transient 

critical power test series based on the equivalent full-size mock-ups. The first set of 
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experiments released included BWR experiments and became the NEA/NRC BWR BFBT 

benchmark. This corporation also decided to release the data obtained for PWR analysis to 

carry out the NEA/NRC PWR Sub-channel and Bundle Tests (PSBT) benchmark [31].  

2.4 System thermal-hydraulics 

Reactor system and containment coupled codes 

In traditional nuclear reactors the sole role of containment was to be the last barrier to 

release of radioactive emissions. There are many safety systems in the containment that 

prevent increase in the containment pressure and challenge integrity of the containment in 

case of LOCAs. The reactor system is also isolated from the containment. Because of 

special components and phenomena, the containment was modelled with special codes such 

as CONTAIN, GOTHIC, SPACE, MAP, LOTIC, etc. [32-35]. Most of these are based on 

a lumped parameter formulation with very large volumes. In addition, containment plays a 

special role for safety under severe accident conditions when molten fuel flows to 

containment, and very different phenomena occurs. 

The reactor system codes such as TRAC, RELAP5 were coupled at the time of LOCA 

where the containment pressure provided boundary conditions to the system codes and the 

system codes provided mass and energy flow to containment as boundary conditions for 

containment codes. The system codes were essentially decoupled to containment as the 

break flow is initially choked and as the primary side depressurises the flow becomes 

unchoked. The break flow at a later stage will be controlled by the containment pressure. 

However, the containment volume is very large and the pressure increase is small, so the 

break essentially sees a fixed containment pressure as a boundary condition. The coupling 

between system codes and containment codes is accomplished through an executive 

programme, parallel virtual machine (PVM).  

GOTHIC is a containment modelling code. It receives coolant inflow conditions from a 

separate reactor system code. The coupling approach is explicit. The LOCA code is run for 

full transient and coolant flow and enthalpy is then provided as a boundary condition to 

GOTHIC. However, GOTHIC has a simple reactor version model and the larger of the two 

for coolant flow is used for conservative analyses. 

New advanced codes are being developed where the reactor system and containment are 

tightly coupled with safety for reactor system coupled to containment. This situation is 

valid for AP1000 and economic simplified boiling water reactor (ESBWR) and for small 

modular reactors (SMRs) such as the NuScale design. As containment participates in 

emergency core cooling (ECC) injection and condenses the flow from the reactor system, 

the system codes have been expanded to include models for containment. In this case the 

coupling is implicit. There are cases where two codes are still being coupled, the coupling 

is tight with synchronous coupling and information may be transferred at every time step. 

The Korean nuclear industry has developed a system of two codes to simulate reactor and 

containment performance under accident conditions [36]. The reactor system is modelled 

with Safety and Performance Analysis Code (SPACE), and the containment is modelled 

with Nuclear Containment Analyses Package (CAP). CAP can model both design basis 

accidents and severe accidents. It requires boundary conditions for mass and energy from 

coolant, molten corium, fission products and high-pressure melt injection. The concept is 

illustrated in Figure 2.6. 
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Figure 2.6. Concept of coupled SPACE and CAP coder system 

 

Source: Hong et al., 2015. 

In Russia within the “Development of virtual-digital nuclear power plant with VVER 

reactor” Project, the system thermos-hydraulic code HYDRA-IBRAE/H2O has been 

developed by the Nuclear Safety Institute of the Russian Academy of Sciences (IBRAE 

RAN) to model both reactor systems and containment. The code allows modelling of 

nuclear power plant behaviour under normal operation, during the transients and accidents. 

The code includes sub-channel module SCORE to calculate the processes in the core.  

Validation against experimental data is essential in the process of system code development 

and improvement. The models implemented and used in a code are generally developed 

based on experimental tests performed in specific facilities. It is possible to distinguish 

among: 

 Basic facilities: in these facilities the fundamental phenomena are reproduced; the 

results are used to improve the equations of the single model or to derive 

empirically the relation between the relevant parameters; such facilities are 

designed with the goal to reproduce the specific phenomenon to be investigated. 

 Separate effect facilities: in these facilities some relevant zones of the nuclear 

power plant are reproduced by a suitable scaling law to investigate the local 

occurrence of a phenomenon; the results of the experiments performed in these 

facilities are used to create and to validate the (several) models to be included in a 

code. 
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 Integral tests facilities: these facilities are simulators of reference nuclear power 

plants. All the relevant parts and systems of a nuclear power plant are reproduced 

by a suitable scaling law. The whole plant is reproduced and the global plant 

responses are obtained as results. The results are used to realise and improve the 

models and to check the code capabilities. 

It should also be noted that the data from nuclear power plants can be used, if available. 

However, in a nuclear power plant the data obtained are those recorded by the system of 

control of the plant while, typically, the facilities are equipped with many sensors and many 

detailed data are generated making the instrumentation of the facilities more suitable for 

code validation. Huge effort was done by the NEA/CSNI from 1991 to 1997 in the 

construction of the Separate Effects Test Facility Code Validation Matrix (SETF-CCVM, 

published 1994) for thermal-hydraulic system codes [37]. Integral Test Facility (ITF) 

matrices for validation of realistic thermal-hydraulic system computer codes were also 

established by CSNI focused mainly in PWRs, and BWRs. The ITF-CCVM [38] validation 

matrix was issued in 1987 and updated in 1996. By the validation matrices, the best sets of 

openly available experimental data for code validation, assessment and improvement were 

collected in a systematic way. Quantitative code assessment with respect to the 

quantification of uncertainties in the modelling of individual phenomena by the codes is 

also an outcome of the matrix development. In addition, the construction of such matrices 

was an attempt to record information of the experimental work which has been generated 

around the world over the last years in the LWR-safety thermal-hydraulics field. 187 

facilities covering 67 relevant phenomena for LOCA and non-LOCA transient applications 

of PWRs and BWRs within a large range of useful parameters were identified and about 

2 094 tests were included in the SETF-CCVM matrix. Most of these phenomena are also 

relevant to advanced water-cooled reactors. The major elements of the SETF-CCVM have 

been already integrated into the validation matrices of the major best-estimate thermal-

hydraulic system codes, e.g. RELAP5, CATHARE, TRACE and ATHLET. 

A total number of 177 PWR and BWR integral tests have been selected as potential sources 

for thermal-hydraulic code validation in the ITF-CCVM report. Counterpart tests, similar 

tests and NEA International Standard Problem (ISP) tests were also introduced in the 

report. Counterpart tests and similar tests in differently scaled facilities are considered 

highly important for code validation and therefore they were included in the tables of ITF 

selected experiments.  Moreover, over the last thirty years, the CSNI has promoted more 

than 50 ISPs [39]. The main objectives of the ISPs are: to contribute to a better 

understanding of postulated events, to compare and evaluate the capability of codes (mainly 

best-estimate codes), to suggest improvements to the code developers, to improve the 

ability of code users and to address the so-called scaling effect. ISPs were performed in 

different fields as in-vessel thermal-hydraulic behaviour, fuel behaviour under accident 

conditions, fission product release and transport, core/concrete interactions, hydrogen 

distribution and mixing and containment thermal-hydraulic behaviour. ISP experiments 

were carefully controlled, documented and evaluated.  

The scaling issue 

A nuclear power plant is characterised by high power (up to thousands of MW), high 

pressure (tens of MPa) and large geometry (hundreds of m3), thus it is well understandable 

the impossibility to perform experiments preserving all these three quantities. The term 

scaling is in general understood in a broad sense covering all differences existing between 

a real full-size plant and a corresponding experimental facility. An experimental facility 

may be characterised by geometrical dimension and shape, arrangements and availability 
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of components, or by the mode of operation (e.g. nuclear vs. electrical heating). All these 

differences have the potential to distort an experimental observation precluding its direct 

application for the design or operation of the reference plant. Distortion can be defined as 

a partial or total suppression of physical phenomena caused by only changing the size 

(geometric dimension) or the shape (arrangement of components) of the facility [41].  

The scaling analysis is therefore the necessary link between the experiments performed in 

ITF and SETF and their utilisation in the code validation process.  Three main objectives 

can be associated to the scaling analysis: 

 the design of a test facility; 

 the code validation, i.e. the demonstration that the code accuracy is scale 

independent; 

 the extrapolation of experimental data (obtained in an ITF) to predict the nuclear 

power plant behaviour. 

For test facility design, three types of scaling principles can be adopted: 

 Time reducing scaling: rigorous reduction of any linear dimension of the test rig 

would result in a direct proportional reduction in time scaling. This is of advantage 

only for cases where body forces due to gravitational acceleration are negligible 

compared to the local pressure differentials. 

 Time preserving scale: based on a scale reduction of the volume of the loop system 

combined with a direct proportional (power to volume scaling) scaling of energy 

sources and sinks (keeping constant the core power to system volume ratio). 

 Idealised time preserving modelling procedures: based on the equivalency of the 

mathematical representation of the full-size plant and of the test rig. It is deduced 

from a separated treatment of the conservation equations for all involved volume 

modes and flow paths assuming homogeneous fluid.  

ITFs are normally designed to preserve geometrical similarity with the reference reactor 

system. Generally, all main components (e.g. rector pressure vessel, down-comer, rod 

bundle, loop piping, etc.) and the engineered safety system (HPIS, LPIS, accumulators, 

auxiliary feed water, etc.) are represented. ITF are used to investigate, by direct simulation, 

the behaviour of a nuclear power plant in case of off-normal or accident conditions. The 

geometrical similarity of the hardware of the loop systems has been abandoned in favour 

of a preservation of geometric elevations, which are decisive parameters for gravity 

dominated scenarios (e.g. in case of natural circulation processes). Thus, the reduction of 

the primary system volume is largely achieved by an equivalent reduction in vertical flow 

cross-sections. Due to the impossibility to perform relevant experiment at full scale (i.e. in 

a nuclear power plant), the use of ITF or SETF is unavoidable.  

To address the scaling issue, different approaches have been proposed and are available 

from literature. However, a comprehensive solution has not yet been achieved and 

moreover, it is evident that the attempt to scale up all thermal-hydraulic phenomena that 

occur during an assigned transient, results in a myriad of factors which have counteracting 

effect [42]. For instance, consider a two-phase flow condition in a vessel of a facility when 

a small break loss-of-coolant accident (SBLOCA) scenario is postulated. The two-phase 

critical flow is affected by phenomena like the vapour pull through and the subcooled 

vapour formation by the sharp edge cavitations, the heat losses, the fluid temperature 

stratification, etc. All these phenomena cannot be scaled up and are characterised by 
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parameters that appear neither in any balance equations nor in any scalable mechanistic 

models. This is a typical situation in which a scaling criterion is not applicable. 

Nevertheless, the influence of those phenomena is time-restricted in relation to the entire 

transient and thus they can be considered as local phenomena. Therefore, a way to solve 

the scaling problem is to consider only those phenomena and parameters that have a real 

impact on the whole problem under investigation. Focusing on a single phenomenon which 

occurs during a limited time (compared with the entire duration of the problem) should be 

avoided because it is governed by factors that are not scalable. Therefore, a hierarchy in 

the definition of the scaling factors is necessary and a global strategy is needed [42] to 

demonstrate that those phenomena are effectively local and cannot affect the overall 

behaviour of the main thermal-hydraulic parameters selected to describe the transient.  

One possible strategy to address the scaling issue is embedded into the Uncertainty 

Methodology based on Accuracy Extrapolation (UMAE) methodology where the scaling 

analysis plays a relevant role, firstly during the code assessment process (as the code 

development and improvement is based on experimental data obtained in scaled test 

facilities) and secondly during the demonstration of the qualification of a nuclear power 

plant nodalisation (that is a necessary step to perform a reliable nuclear power plant 

calculation). Following the UMAE methodology, the strategy to adopt for solving the 

scaling problem consists of: 

 qualifying the code against experimental data measured in facilities (ITF and 

SETF); 

 demonstrating that the code accuracy (i.e. discrepancy between measured and 

calculated trends) only depends upon boundary and initial conditions (BIC) values 

(within the assigned variation ranges) and is not affected by the scale of the 

concerned ITF; 

 applying such code to predict the same relevant phenomena that are expected to be 

found in a similar experiment (or transient) performed at a different scale; 

 performing nuclear power plant Kv-scaled calculation and explaining the 

discrepancies (if any) between nuclear power plant Kv-scaled calculation and 

measured trends in ITF considering only BIC values and hardware differences (i.e. 

distortions). 
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3.  Validation of multi-physics codes − Examples and current approaches 

The description of the state of current practices for verification and validation (V&V) of 

multi-physics calculations for specific applications focuses on V&V of current traditional 

multi-physics methods and tools. It includes a discussion on the current V&V approaches 

with examples. Multi-physics validation is a complex problem and cannot be even feasible 

for some applications. Experimental installations for this type of validation are very limited 

or even unavailable. Consequently, data is obtained from nuclear power plant 

measurements. In this case is difficult to define the data requirements for adequate V&V 

of the codes for the phenomena of interest. 

In multi-physics systems, each physics has its own length and time scales. The closure 

laws, in addition, can create new length and time scales. Transients require that all the 

physical length and time scales (including closure laws) are resolved by the mesh and time 

step. 

Multi-physics simulator validation has been performed traditionally using international 

multi-physics benchmarks whose measured data have been supplied by nuclear power 

plants. These are complex benchmarks, which use different phases, exercises and scenarios 

to validate different models and the coupling between them. The available measured data 

is utilised in combination with detailed code-to-code comparisons. The cross-section 

libraries are generated usually by the benchmark teams, which removes the uncertainties 

introduced by using different cross-section generation and modelling procedures. This 

approach allowed development of a more in-depth knowledge of the capabilities of the 

current generation of neutronics/thermal-hydraulics simulators. Traditional multi-physics 

benchmark problems scope helps to define requirements for the definitions of future 

international exercises. 

3.1 Multi-physics validation hierarchy and multi-level validation methodology  

The qualification procedure of coupled multi-physics code systems is based on the 

qualification framework (verification & validation) of separate physics models/codes and 

includes in addition verification and validation of the coupling methodologies of the 

different physics models. The extended verification procedure involves testing the 

functionality, the data exchange between different physics models, and their coupling, 

which is designed to model combined effects determined by the interaction of models. The 

extended validation procedure compares the predictions from coupled multi-physics code 

systems to available measured data and reference results. It is important to emphasise that 

such validation should be based on a multi-level approach like the one utilised in validating 

coupled neutronics/thermal-hydraulics codes in international standard problems. 

 use of the validation hierarchy (see for example the “pyramidˮ representation in 

Figure 1.8); 

 coupling of physical phenomena (ad-hoc vs. first principles); 

 coupling phenomena with varying degrees of fidelity: temporal, spatial, and energy; 

 integration of the levels of the validation hierarchy with uncertainty propagation. 
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3.2 Coupled thermal-hydraulics system/neutron kinetics codes 

The development of multi-physics multi-scale coupled methodologies for light water 

reactor (LWR) analysis requires comprehensive validation and verification procedures, 

which include well-established benchmarks developed in international co-operation. The 

Nuclear Energy Agency (NEA) has provided such framework, and over the years many 

LWR benchmarks have been developed and successfully conducted. The first set of NEA 

benchmarks that permits testing of the neutronics/thermal-hydraulics coupling and 

verifying the capability of the coupled codes to analyse complex transients with coupled 

core/plant interactions have been summarised in [43]. Such benchmarks are the 

NEA/United States Nuclear Regulatory Commission (US NRC) pressurised water reactor 

(PWR) Main Steam Line Break (MSLB) benchmark, the NEA/NRC boiling water reactor 

(BWR) Turbine Trip (TT) Benchmark and the NEA/US Department of Energy 

(DOE)/Commissariat à l'énergie atomique et aux énergies alternatives (CEA) VVER-1000 

Coolant Transient (V1000CT) benchmark. These benchmarks provide a validation basis 

for the current generation of coupled neutronics/thermal-hydraulics best-estimate codes. 

To meet the objectives of the validation of “best-estimate” coupled codes, a multi-level 

methodology has been introduced to evaluate systematically the transients. Since these 

benchmarks are based on both code-to-code and code-to-data comparisons, further 

guidance for presenting and evaluating results has been developed. The presented four 

benchmarks are developed in an international co-operation to provide a validation basis for 

the new generation of best-estimate codes. Based on the previous experience, several 

benchmark exercises were defined for each benchmark consisting of different steady states 

and transient cases, which allow for a consistent and comprehensive validation process. 

The introduction of extreme transient scenarios contributes to the study of different 

numerical and computational aspects of coupled simulations. The participants use a cross-

section library, generated by the benchmark team, which removes the uncertainties 

introduced with using different cross-section generation and modelling procedures. The 

defined benchmark cross-section modelling approach is a direct interpolation in 

multidimensional tables with complete representation of the instantaneous cross-section 

cross-term dependencies. In this way the benchmarks provide the opportunity to study the 

impact of different thermal-hydraulics and neutronics models as well as the coupling 

between them on code predictions and to identify the key parameters for modelling 

important transients for different types of power reactors. This allowed the evaluation of 

these key parameters, through the performance of sensitivity studies, which led the 

participants to develop a more in-depth knowledge of the capabilities of the current 

generation best-estimate thermal-hydraulic system codes.  

The results of the NEA light water reactor (LWR) benchmark activities are discussed on 

the example of Exercise 3 (coupled neutronics/thermal-hydraulic system modelling) for the 

NEA/NRC BWR TT benchmark. Turbine trip transients in a BWR are pressurisation events 

in which the coupling between core spatially-dependent neutronics phenomena and system 

dynamics plays an important role. The data made available from actual experiments carried 

out at the Peach Bottom 2 plant make the present benchmark particularly valuable. Exercise 

3 consists of the base test case (the so-called best-estimate case) and hypothetical cases (the 

so-called extreme scenarios). The purpose of Exercise 3 Best Estimate Case is to provide 

comprehensive assessment of all the participating coupled codes in analysing complex 

transients. To validate such assessments, available measured plant data are utilised for this 

case during the comparative analyses presented in this report. In addition to the base case, 

the analysis of the extreme scenarios provides a further understanding of modelling 
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limitations of coupled codes and the interplays between different feedback mechanisms as 

well as testing the coupled code capabilities in extreme situations. The following four 

extreme scenarios are analysed by the participants during this exercise: 

 Extreme Scenario 1: Turbine trip (TT) with steam bypass relief system failure; 

 Extreme Scenario 2: TT without reactor scram; 

 Extreme Scenario 3: TT with steam bypass relief system failure without reactor 

scram; 

 Extreme Scenario 4: TT with steam bypass system failure, without scram and 

without safety relief valves (SRV) opening. 

Extreme Scenario 1 (TT without bypass system relief opening) and Extreme Scenario 2 

(TT without scram) can be considered as single failures and therefore provide information 

from the perspective of the safety of the plant. Extreme Scenario 3 (combination of 1 and 

2), which considers the coincidence of two independent failures, and Extreme Scenario 4 

(in addition to 3 no opening of safety relief valves), which considers the coincidence of 

three independent failures are extremely unlikely from a safety perspective, while they help 

with the understanding of the short-time dynamics of the reactor system. In the base case, 

SRVs are not opened during the transient, although this happens in the extreme scenarios 

1, 2 and 3. In hypothetical cases, the dynamical response of the system due to the interaction 

of the flow in the steam line with the dynamics of SRVs happens to be more challenging 

for the coupled codes. Hence, Extreme Scenario 4 serves as clear comparison of physical 

models of the participants’ codes. It should be noted that no comparison with measured 

data is possible for the extreme cases since they are hypothetical scenarios. Therefore, 

submitted extreme scenario results are compared with an “averageˮ of the results of the 

benchmark participants. 

The averaged spatial and time-history distributions over results from 15 participants (using 

different coupled code systems) are presented in Figure 3.1 through Figure 3.4 and 

discussed to outline common modelling tendencies. The most challenging part of the BWR 

steady-state analysis is the prediction of the void fraction distribution. It can be seen from 

Figure 3.1 that the standard deviation increases in the lower (bottom) part of the core which 

indicates differences in the void modelling in terms of subcooled boiling and vapour slip. 

Subsequently these deviations are also reflected in the comparison of the axial power 

profile predictions due to the void feedback mechanism (see Figure 3.2). 

Figure 3.1. Steady-state core average axial void fraction (mean and std. deviation) 

 
Source: PSU, 2018.
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Figure 3.2. Steady-state core average normalised axial power distribution  
(measured vs. mean and standard deviations) 

 
Source: PSU, 2018. 

When analysing the power history results in Figure 3.3, it has to be taken into account that 

in the TT2 test, the thermal-hydraulic feedback alone limited the power peak and initiated 

the power reduction. The void feedback plays the major role while the Doppler feedback 

plays a subordinate role. The reactor scram then inserted additional negative reactivity and 

completed the power reduction and eventual core shut-down. The accurate prediction of 

void feedback during the transient depends on the modelling of the pressure wave 

propagation into the vessel. The indication the modelling degree of success is the prediction 

of dome pressure time history (see Figure 3.4). The participants’ results were in good 

agreement with measured data for the parameters dome pressure, time history and power 

history. These results increased the trustworthiness of the coupled code capabilities. 

Figure 3.3. Best-estimate case  ̶  Transient fission power comparison (average vs. measured – zoom) 

 
Source: PSU, 2018. 

  

 

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

0 5 10 15 20 25

Axial Nodes

N
o

rm
a
li
z
e
d

 P
o

w
e
r

Measured and Std. Dev.

Average and Std. Dev.

   

 

-2.00E+09

0.00E+00

2.00E+09

4.00E+09

6.00E+09

8.00E+09

1.00E+10

0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2

Time (s)

F
is

s
io

n
 P

o
w

e
r 

D
e
lt

a
 C

h
a

n
g

e
s
 (

W
)

Average of Fission Power

Measured (fission)

  



44  NEA/NSC/R(2019)7 
 

EXISTING PRACTICES FOR MULTI-PHYSICS VALIDATION: REPORT ON SUB-TASK 3, TASK FORCE 2 
  

Figure 3.4. Best-estimate case – Transient dome pressure (average vs. measured) 

 

Source: PSU, 2018. 

It is expected that the application of coupled multi-physics codes for safety analyses will 

grow continuously. In fact, they are the only means to perform best-estimate calculations 

for accident conditions with a tight coupling of neutronics and thermal-hydraulics effects. 

Developing multi-level benchmarks, which utilise the available experimental data (such as 

the described in this paper NEA/NRC BWR TT Benchmark) for consistent validation and 

verification of coupled multi-physics codes in international co-operation, is important. 

The NEA LWR benchmark activities have also stimulated follow-up developments and 

benchmarks to test new developments [44]. The models utilised have been improved when 

moving from one benchmark to the next and this created a need to validate these refined 

models using high-quality experimental data. This new set of NEA benchmarks have been 

initiated by the Expert Group on Uncertainty Analysis in Modelling (EGUAM), under the 

Nuclear Science Committee (NSC), to address the current trends in the development of 

LWR multi-physics and multi-scale modelling and simulation as well as some of the issues 

identified in the first set of NEA benchmarks. These new benchmarks include the following 

common features:  

 utilisation of high-quality experimental data; 

 refined local scale modelling in addition to global predictions; 

 more detailed comparisons and analysis; 

 including uncertainty and sensitivity analysis of modelling. 

The major task of the EGUAM is to address verification, validation and uncertainty 

analysis of multi-scale and multi-physics modelling and simulation. EGUAM has created 

a roadmap along with a schedule and organisation for the development and validation of 

methods and codes required for uncertainty analysis, including the benchmarks adequate 

to meet those goals. 
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Reference [45] discusses each of these new benchmarks by providing background and 

objectives, description and discussion of comparative analysis of obtained results. The 

following benchmark activities are summarised: NEA/NRC Oskarshamn-2 BWR stability 

benchmark, and NEA Kalinin-3 water-water energetic reactor (VVER-1000) coupled code 

benchmark. Since the concept of benchmarks are used throughout this report, its meaning 

for the discussed NEA benchmarks is defined. Achieving the next level of credibility in 

computational simulations of nuclear reactor design and safety requires concerted and 

determined efforts. The goal of these efforts is to improve the reliability of the computer 

software, the estimation of numerical accuracy, the quality of the physics models used, and 

the quantification of uncertainty. This report focuses on one aspect of the needed 

improvements to software reliability and physics modelling, namely, the construction and 

use of highly demanding V&V benchmarks. The NEA benchmarks of interest are those 

related to the accuracy and reliability of physics models and codes. These benchmarks are 

combinations of verification and validation benchmark exercises which involve both use 

of experimental (measured) data and reference solutions i.e. code-to-data and code-to-code 

comparisons. When comparing code predictions to experimental data in these benchmarks 

usually the experimental uncertainties are provided. 

3.3 Coupled thermal-hydraulics core/neutronics simulators 

The previous name of NSC EGUAM was the Expert Group on Reactor Stability and LWR 

Transient Benchmarks. This expert group dealt throughout the 1990s with modelling and 

benchmarking issues in the field of 3D coupled neutronics/thermal-hydraulics transients 

for nuclear reactor cores. This was the first set of NEA multi-physics benchmarks for LWR 

cores mostly focused on multi-physics verification since no comparisons with experimental 

data were involved. Later coupling of core phenomena and system dynamics for nuclear 

reactor core design and safety analysis was introduced along with comparisons to 

experimental/measured data developing the second set of NEA multi-physics benchmarks. 

This set was discussed above along with the latest set of multi-physics benchmarks which 

added to validation, the aspects of sensitivity and uncertainty analysis.    

As mentioned above the first set of benchmarks aimed at performing code-to-code 

comparisons although the benchmark reactor core models are based on real reactor data. 

The first benchmark is a PWR 3D core transient benchmark [46] based on a rod ejection 

accident. This is the ejection of a control assembly from the core, which may occur because 

of the rupture of the drive mechanism casing located on the reactor pressure vessel top. 

This event can produce significant, well localised perturbations of the neutronic and 

thermal-hydraulic core parameters, without exceeding the safety margins. Hence, a rather 

realistic standard reactor situation is defined, that efficiently utilises the neutronics and 

thermal-hydraulics sub-models of the reactor dynamics code. The second one is a BWR 

core benchmark. The BWR problems consist of sub-prompt critical reactivity excursions 

generated by rapid cold-water injection or core pressurisation events. This set of problems 

was chosen because it is felt that the analysis of two such cases  ̶  in which the interplays 

of the neutronic and thermal-hydraulic effects are markedly different   ̶ represents a direct 

and effective way to fulfil the objectives of the benchmark.  

The third one applies the same core model as the PWR rod ejection benchmark and is based 

on modelling an uncontrolled withdrawal of control rods at zero power accident on a  
PWR [47]. The accident consists basically of a continuous reactivity insertion, limited by 

a reactor trip, which occurs a certain delay after high flux or high flux increase detection. 

Like the rod ejection accident, the peak power usually takes place before the scram and the 
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main factor limiting the consequences of the accident is the Doppler effect. The temperature 

rise, however, is stopped by the trip, that must therefore be considered. It should be noted 

that the peak power occurs while important power distribution changes take place in the 

core, because the rod extraction continues until reactor trip. Two prompt neutron groups, 

i.e. thermal and fast neutrons, and six delayed neutron groups are used for neutron 

modelling. The boundary condition for the solution of the neutron diffusion equation is flux 

vanishing at the outer reflector surface. A complete set of macroscopic cross-sections for 

transport, scattering, absorption and fission and their derivatives with respect to the boron 

density, moderator temperature, moderator density and fuel temperature is defined for each 

composition. The feedback or coupling between neutronics and thermal-hydraulics is 

characterised by definition of channel regions. In the benchmark, each FA must be defined 

as a channel region (“closed channels” model), ignoring inter-assembly cross-flow and 

mixing and using one TH feedback axial mesh per assembly. A flat profile of the radial 

distribution of the power density inside the fuel is assumed. The inlet mass flow through 

the core is distributed uniformly among the channels. The transient to be analysed as a 

function of time in 3D or 1D is generated by the withdrawal of control rod banks from an 

initially critical core at HZP. The withdrawal speed is a typical bounding value.  

The fourth verification core benchmark addresses a rod ejection transient in a PWR core 

loaded partially with weapons-grade, MOX fuel [48]. The neutronics characteristics of 

plutonium are sufficiently different from uranium to significantly change the kinetics 

response of the reactor core. The reactor core chosen for the simulation is based on a four-

loop Westinghouse PWR power plant like the reactor proposed for plutonium disposal in 

the United States.  

In addition to the above core verification benchmarks the second exercises of the LWR 

core/plant benchmarks (PWR MSLB, BWR TT, V1000 CT, Kalinin-3 VVER-1000 

transient and Oskarshamn-2 BWR stability benchmarks) described previously can be used 

for validation of multi-physics core models. These are benchmark exercises with provided 

core thermal-hydraulic boundary conditions from system calculations performed by the 

benchmark teams. The available measured data for integral parameters and local 

distributions inside LWR cores can be used for code-to-data comparative analyses.      

3.4 Coupled neutronics/fuel performance simulators  

The heat transfer phenomena inside the fuel rod are comprised of heat conduction in the 

fuel pellets, heat transfer across the gap between fuel pellets and cladding inside surface, 

and heat conduction across the cladding thickness. The combination of these effects, along 

with the geometrical fuel pin design, will influence the fuel pin overall time constant at 

power variations, though the heat transfer across the gap (gap conductance) will have the 

greatest influence. All the effects are dependent on the fuel pin burn-up and will 

consequently also have a variation in the axial direction.  

Modelling of fuel rod behaviour in multi-physics calculations is mostly important for 

predictions of fuel temperatures for feedback purposes i.e. Doppler feedback modelling. 

Usually this is done by incorporating simplified fuel rod models in system thermal-

hydraulics, or sub-channel (core) thermal-hydraulics, or neutronics core simulators. These 

models are efficient but need to be improved for accurate predictions of fuel temperatures. 

The list of  heat conduction and fuel-related phenomena or related computational aspects 

that may require further investigation to validate the results of multi-physics calculations 

includes the following: minimum number of concentric rings for the fuel rod that bring to 

the convergence of results, pellet gap performance during the transient with main reference 
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to variations in physical properties and geometry, and fuel deformation and change in 

physical properties during the transient (namely steep power rise).  

Currently there are two tendencies to improve the accuracy of predictions of Doppler 

(effective fuel temperature) feedback temperatures in multi-physics calculations: using 

higher-fidelity fuel performance codes to inform simplified fuel rod models [49] and to 

couple directly fuel performance codes with neutronics and thermal-hydraulic core  
models [50]. The issue with the second tendency is that usually the fuel performance codes 

model a single fuel rod, which requires many parallel calculations and affects 

computational efficiency.  

Fuel performance codes analyses the thermal, mechanical and internal gas responses of fuel 

rod components with the goal of predicting rod condition and integrity. Modelling of 

thermal behaviour during normal and transient conditions includes surface heat transfer, 

the heat transfer across the fuel-to-cladding gap, thermal conductivity of fuel and cladding, 

power generation distribution in the fuel and solution of the conduction equation. These 

codes can model steady-state and cycle depletion as well as transient fuel behaviour [51].   

One example of coupling simplified fuel rod models with neutronics codes are the coupling 

of INTERPIN with the Studsvik CMS codes  ̶  CASMO and SIMULATE [52] for steady-

state and cycle depletion calculations as well as the development of SIMULATE-3K 

explicit fuel pin modelling [53] for transient calculations.  

In traditional multi-physics calculations, the coupling is performed on a node/assembly 

basis and for the purposes of modelling thermal-hydraulic feedback effects (including 

Doppler feedback) the physical fuel pins within a node (assembly) are modelled by an 

average/lumped fuel rod. The capability to explicitly represent every fuel pin in the reactor 

core has been recently added to novel high-fidelity multi-physics calculations by coupling 

neutronics, thermal-hydraulics and fuel performance codes on fuel pin/sub-channel  
basis [54].  

3.5 Multi-physics multi-scale code systems  

The traditional multi-physics methodologies have reached maturity and have several 

common features [55]: 

 the 3D core neutronics model is based on two-group (or few-group) coarse-mesh 

diffusion approach using nodal nuclear data (library of parameterised nodal 

equivalent parameters);  

 the spatial neutronics/thermal-hydraulic coupling is performed on 

assembly/channel level; 

 simplified fuel rod models are utilised as part of the core thermal-hydraulic codes; 

 the temporal neutronics/thermal-hydraulic coupling is performed in the operator-

splitting approach using nested loop iteration (fixed point iterations) for steady-

state simulations and sequential parameter exchange (explicit coupling) at each 

time step for transient simulations; 

 the evaluation of safety related parameters on pin/sub-channel level for the hot 

assembly/channel is performed via pin-power reconstruction combined with sub-

channel calculations using boundary conditions provided by the coupled core 

model. 
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These multi-physics methodologies can predict the non-symmetrical core power 

perturbations in a more realistic manner and they can predict safety margins more 

accurately by means of 3D core model with a spatial resolution at fuel assembly level for a 

wide range of normal operation including cycle depletion, operational transients and 

postulated accidents. The approximation level is acceptable, however, the safety-relevant 

parameters, that determine the accident consequences, such as fuel rod enthalpy, departure 

from nucleate boiling ratio (DNBR), burn-out, maximum fuel rod cladding temperature, 

fuel rod centreline temperature, etc., must be evaluated at local conditions i.e. in terms of a 

single rod (pin) response rather than based on an assembly-wise response. Different 

approximated “hot channel” or “hot assembly” models are used for approximated 

predictions of local safety parameters. Usually coupled thermal-hydraulic system and 

neutronics codes are further coupled with sub-channel codes [56-58], extending the multi-

physics coupling to multi-scale modelling. 

An example of validation of such multi-physics multi-scale code systems for licensing 

applications is given in [58] for the RELAP5/PANTHER/COBRA code package. The 

validation of this package depends on the separate validation of each major component of 

the coupled package and on the validation of the coupling processes themselves (i.e. the 

data exchange interfaces). The RELAP5, PANTHER and COBRA codes have been 

validated separately as single physics codes for licensing applications. For the multi-

physics multi-scale coupled code package the validation effort of the coupled code package 

is mostly focused on the coupling processes themselves. 

In addition, the validation of the coupling interfaces is performed followed by validation 

of the whole coupling process. Specific demonstrations that the interface tools achieved in 

all cases the required data transfer is provided to show that: 

 the transfer of the variables between the different codes perform exactly as designed 

and the code internal variables are consistently assigned to the required values; 

 the coupled code solutions are identical to the separate stand-alone code solutions 

with the same imposed boundary conditions; 

 the coupled code solutions are not influenced by the time advancement techniques 

chosen in the data transfer process. 
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4.  Uncertainty quantification approaches 

This chapter discusses experimental uncertainty and the impact of data calibration for 

computational models. 

4.1 Overview of uncertainty methodologies 

One of the most important terms in reactor safety is the safety margin and the licensing of 

nuclear power plants has been done by assuming conservative values for the computations. 

Nowadays, it is possible to estimate certain parameters using non-conservative data with 

the complement of uncertainty evaluation and these calculations can also be used for 

licensing. The uncertainty methods within the nuclear field are an important step to help 

increase production, while staying below the safety limits [59].  

Several uncertainty methods have been developed for uncertainty evaluation of the system 

codes including:  

Adjoint sensitivity analysis procedure [60]: The theory behind the method is to get 

sensitivity responses for all uncertain parameters and then use them to assess the 

uncertainty by propagation of error formulae. The method works for both linear and non-

linear systems and this makes it appropriate for the case of a nuclear power plant. This 

method requires significant modifications of the code.  

Propagation of input errors (PIE) [61]: This approach represents statistical variation of the 

input parameters, together with their uncertainties, to reveal the propagation of errors 

through the code. The method relies on real code calculations, but instead of calculating 

certain parameters with discrete values, it performs many times the same calculation using 

different values for these parameters. This approach allows evaluation of correlation 

coefficients between the uncertain parameters and the target output parameter, which can 

be used to determine the most influential parameters. The drawback of this method is that 

all uncertain parameters must be identified, and probability density functions must be 

assigned to them, which sometimes has to be an engineering judgement.  

Propagation of output errors [62]: This methodology focuses on extraction of the errors 

from a suitable experimental database coming from integral test facilities and real plant 

data. The results calculated by the system codes are extrapolated with the uncertainty band, 

to obtain the uncertainty in the code prediction. The benefit is that the method does not 

require the identification of all uncertain input parameters. The drawback is that it relies on 

non-physical extrapolation of errors coming from all available relevant data and producing 

the final uncertainty band which is not necessarily directly related to the given case.  

The second method (propagation of input errors) is the most used within the industry and 

it has been extensively verified. It provides the opportunity to identify the influence of each 

parameter on the results, which is not possible in the third method (propagation of output 

errors). Furthermore, the propagation of output errors requires extensive and relevant 

experimental data to implement the method, which is not available for example, in the case 
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of BWR stability studies. Moreover, the propagation of input errors method relies on the 

actual code calculations without using approximations such as fitted response surfaces.  

4.2 Propagation of input errors methodology 

The PIE method is based on statistical variation of input parameters and it does not require 

modifications of the code (except for the closure models and correlations). In principle 

there is no limitation on the number of uncertain parameters and range of variation of the 

perturbed parameters. In this method, every parameter is considered as a probability 

distribution, not as a discrete value, as shown in Figure 4.1. A random set of discrete values 

based on their probability density functions (PDFs), for all “suspicious” parameters needs 

to be generated. The sources of PDFs are literature (e.g. scientific papers) or an expert 

judgement. After all important parameters are identified and the random sample is set, N 

model runs should be performed with these randomly sampled parameters as input. The 

required number of runs (N) is given by the Wilks’ formula, Equations (1) and (2) [63,74]:  

1 – (𝛼/100)𝑁 ≥ 𝛽/100  (1) 

𝛽% is the confidence level that the maximum code result will not be exceeded with the 

probability 𝛼% of the corresponding output distribution, which is to be compared to the 

acceptance criterion. The formula for the two-sided statistical tolerance intervals is given 

as:  

1 – (𝛼/100)𝑁 – N (1 – (𝛼/100)) (𝛼/100)𝑁−1 ≥ 𝛽/100 (2) 

Here, 𝛼 and 𝛽 have the same meaning as in the previous equation.  

Depending on the requirements for the confidence interval, one can estimate how many 

calculations are needed to obtain the desired results. The minimum number of runs can be 

found in Table 4.1. Usually (95%/95%) one- or two-sided tolerance limit is used, which is 

taken as a best-estimate prediction requirement [63].  

Table 4.1. Minimum number N of calculations 

 

One-sided statistical tolerance limits Two-sided statistical tolerance limits 

     β      

α 0.9 0.95 0.99 0.9 0.95 0.99 

0.9 22 45 230 38 77 388 

0.95 29 59 299 46 93 473 

0.99 44 90 459 64 130 662 

Source: Triola, 2007. 

In the PIE calculation, all parameters are varied simultaneously. The PIE uncertainty 

calculation provides the uncertainty of the output parameters which are to be examined. 

Comparing this result with the measurements provides a measure of the confidence of the 

code prediction.  

The Spearman rank correlation coefficient between the output parameter and the input 

parameter value can be used to identify the most influential parameters. This coefficient 

provides a quantitative indication if the considered parameter (and its uncertainty, 

represented by its PDF) has a significant impact for example on the stability of the reactor 
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(in case of BWR studies). The criterion for “importance” consists of the so-called critical 

value of the Spearman correlation coefficient. If the absolute value of the estimated 

correlation coefficient is higher than the critical value, then this parameter is determined to 

have a statistically significant impact on the result. Otherwise, the parameter will be 

considered to have low or no importance. The critical values rs for the Spearman rank 

correlation coefficient can be evaluated using Equation (3) [65].  

    rs = ± 
𝑧

√𝑛−1
 (3) 

For the confidence interval of 95%, z = 1.96 and n is the number of runs [65]. Another 

important outcome of the Spearman rank correlation is the sign of the correlation 

coefficient; if it is positive then increasing the input parameter increases the output 

parameter, if it is negative then increasing the input parameter decreases the output 

parameter.  

Sources of uncertainties 

The propagation of input errors method relies on the availability of the input uncertainty 

probability density functions. Without these functions PIE uncertainty calculation could 

not be performed. Several classifications of uncertainties can be found. In general, 

uncertainties can be divided in two broad categories.  

The first category is called aleatory (or stochastic) uncertainty. This uncertainty comes 

from the random nature of how a system behaves. An example of this uncertainty can be 

the measurement of the temperature in a room. Each time one measures, it will be different 

within the limits of the measuring instrument. This uncertainty is irreducible (cannot be 

reduced using the same technology) and is associated with the performance of an 

experiment or a measurement [64,65].  

The second category is the epistemic (or subjective) uncertainty. This category stands for 

the lack of knowledge of a certain parameter. An example of this uncertainty can be a 

certain correlation in the analytical model, which might not be able to represent the reality 

in some ranges of other parameters during the simulation. This uncertainty is reducible (it 

could be reduced if new knowledge is provided) [64,65].  

The three major sources of uncertainties in accident analysis have been identified in [64].  

 Code or model uncertainty: Uncertainty associated with the models and 

correlations, the solution scheme, model options, un-modelled processes, data 

libraries and deficiencies of the computer program. 

 Representation or simulation uncertainty: Uncertainty in representing or idealising 

the real plant, such as that due to the inability to model a complex geometry 

accurately, three dimensional effects, scaling, control and system simplifications. 

 Plant uncertainty: Uncertainty in the measuring or monitoring of a real plant, such 

as reference plant parameters, instrument error, set points or instrument response, 

initial conditions.  
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Figure 4.1. Illustration of the PIE method and results interpretation 

 

Source: Glaeser, 2008. 

4.3 Summary of general frameworks for uncertainty quantification  

This section provides a summary of common features and differences of the current 

uncertainty quantification (UQ) frameworks in use. 

Code scaling applicability and uncertainty (CSAU) 

In 1988, the United States Nuclear Regulatory Commission (US NRC) revised the 

emergency core cooling system (ECCS) rule that allowed the use of best-estimate codes in 

performing safety analyses with the estimation of uncertainty [66,67]. This alternative 

approach commonly is referred to as the Best Estimate Plus Uncertainty (BEPU) method. 

In this approach, various sources of uncertainties are combined to predict the aggregate 

uncertainty in the results of the analysis.   

The US NRC developed the code scaling, applicability and uncertainty (CSAU) [67] 

evaluation methodology to illustrate, a systematic, auditable method of estimating 

uncertainty in the prediction of safety parameters from best-estimate computer codes and 

demonstrated the method by applying it to large break loss-of-coolant accidents 

(LBLOCAs) for a standard PWR. The methodology heavily relies on separate effects tests 

and somewhat on integral effects tests. The recognition of scaling distortion of these tests 

and their contributions to the overall uncertainty is an important aspect of the CSAU 

methodology. 

The CSAU methodology is a 14-step procedure arranged in three elements as shown in 

Figure 4.2. Element 1   ̶  Requirement and Code Capability   ̶ includes the first six steps. 

These steps identify the scenario or transient, power plant and important phenomena based 

on a phenomena identification and ranking table (PIRT) analysis. Then the code for safety 
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analysis is chosen for the transient. Based on the code manuals, the code applicability is 

determined. The code applicability is assessed in Step 6 of the CSAU methodology. The 

PIRT identifies the important phenomena for the given scenario and plant. The code’s 

formulation, model, and correlations are reviewed to assess if the code has the 

model/correlations to simulate the important phenomena, and if the code has scale-up 

capability. It is recognised that while the formulation may be general, the correlations or 

constitutive relationships are empirical. The code’s scalability will depend on these 

correlations and the underlying tests. If the tests scale to the plant for the phenomena of 

interest, then the correlation is applicable. However, if the correlation was derived from 

tests that do not scale to the plant, the code may not scale up to the plant. Code validation 

with scaled tests or counterpart tests is another way of assessing code’s ability to scale and 

applicability. 

Element 2 − Assessment and Ranging of Parameters  ̶  includes four steps. An assessment 

matrix is established based on a PIRT. Nuclear power plant nodalisation is established and 

safety calculations are performed.  Based on comparing the calculation results with separate 

effect test (SET) and integral effect test (IET) data sets, the nodalisation is modified and 

iterated. Step 9 concerns estimating the code’s uncertainty based on experiments, and Step 

10 is for determining the effect of scaling and the resulting bias and uncertainty. With them, 

the uncertainties of code models are estimated and are input to Step 13 where all the 

uncertainties and biases are combined. In Step 9, the uncertainty in predicting phenomenon 

is estimated by identifying the appropriate parameters to represent it and selecting the 

separate effects tests. In cases where there are data for full-scale facilities with reactor 

thermal-hydraulic conditions, modelling the tests with the proper nodalisation, comparing 

the predictions with the data and accounting for instrument uncertainty, will suffice. 

However, for small tests, a scaling study will be needed to find any scaling bias, or 

counterpart tests must be used at different scales. Engineering judgement and sensitivity 

studies are also used to estimate the uncertainty range in the designated parameters 

representing the phenomenon, or the bias in the figure of merit (FOM). 

There are two approaches for estimating uncertainties, based on using integral effects tests, 

or separate effect tests. If there are well-scaled integral facilities for the transient of interest, 

a comparison of the predicted and measured values of the FOM can provide an estimate of 

uncertainty. However, it is very difficult to design a single integral effects facility that can 

scale the transient for all phases. Also, as the uncertainty propagates with time, the initial 

lower-scale uncertainty will grow over time. Therefore, in general, the role of integral 

facilities is to verify an estimate of the overall uncertainty in the FOM attained by 

propagating uncertainties through the code and combining them. In this approach, the code 

uncertainty is estimated through the combination of uncertainties and biases of different 

phenomena as computed from separate effects tests. This overall uncertainty in the FOM 

should always be higher than the uncertainty estimated from integral effects test facilities. 

In them, the uncertainties of code models that are estimated and are input to Step 13 where 

all the uncertainties and biases are combined.  

Element 3 − Sensitivity and Uncertainty Analysis  ̶  includes the remaining four steps. In 

this group, the overall uncertainty of the predicted FOM is evaluated. In the CSAU 

methodology, three uncertainty sources are quantified – the code and experiment accuracy 

(Step 9), the effect of scaling (Step 10) and the reactor input parameters and state (Step 11).  

The model uncertainties and reactor condition uncertainties are in the form of bias and 

distribution. These are propagated through code calculations for the plant and prediction of 

the FOM. These contributions to the FOM or safety parameter are combined in Step 13. 

The CSAU methodology ends with the estimation of total uncertainty.    
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Figure 4.2. The CSAU methodology flow chart 

   

 Source: Boyack. et al., 1989. 

As an example, the CSAU methodology was applied to an LBLOCA in a standard PWR. 

The PIRT development in Step 3 identified five important phenomena; break flow, stored 

energy, pump performance under two-phase conditions, steam binding and the ECC 

bypass. Some of these phenomena were further broken into sub-phenomena.   

Uncertainty in break flow prediction was estimated for subcooled and saturated conditions 

as the code has two different models. Marviken tests (Marviken Project, 1974) provided 

full-scale data, and so the uncertainty estimate did not need any additional scaling bias. The 

ranging of the parameter (surrogate for the critical flow model) and bias were estimated for 

subcooled and saturated choking. 
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The review of available counterpart tests for the primary pump showed scale-dependencies 

for the two-phase performance or degradation of the head. The two-phase flow has its own 

characteristic length, such as bubble size, and the larger the size of the flow channel, the 

smaller is the effect on the degradation of performance. In addition, specific speed also 

influences degradation. Larger specific speed-pumps have more axial flow and tend to 

degrade less. The largest size pump in the database is the Westinghouse pump at a 1/3 scale. 

The specific speed is around 5 200 rpm and is the same as a Westinghouse PWR pump. 

Comparing two-phase performances of the pumps at different scales, it was concluded that 

larger pumps experience smaller degradations. Therefore, Westinghouse’s 1/3 scale data 

can be used for the nuclear power plant pump. It will have a slightly larger degradation 

than the nuclear power plant pump. However, this will be conservative as the pump flow 

will decrease sooner, at least for LBLOCA.  

The stored energy in the fuel was rated very high in the PIRT. It was shown, through 

sensitivity analyses that the stored energy is the most sensitive to four parameters, namely, 

gap conductance, peaking factor, fuel thermal conductivity and convective-heat transfer. 

There are no scaling issues with the first three parameters since they are either independent 

of the length scale (thermal conductivity) or boundary conditions (peaking factor) or no 

scaled study is available (gap conductance). However, the convective-heat transfer was 

further broken into two parameters, minimum film-boiling temperature and the convective-

heat transfer coefficient. It is recognised that a lower Tmin will lead to an earlier transition 

to film boiling in the blowdown phase and delay the transitioning to subcooled boiling in 

the reflood phase and leading to higher peak cladding temperatures (PCT). There were data 

from many tests both for the tubes and the rods and for a large range in pressure. The TRAC 

models were compared with the available data. It was recommended that a homogenous 

nucleation temperature be used as it gave a lower Tmin than that predicted by TRAC. The 

spread of all the data was 360°F and half of this value (180°F) was recommended for the 

range. Here, the approach is to use a conservative mean value and the range. The other 

contributor to heat transfer is the heat transfer coefficients. During the process of comparing 

the data it was found that TRAC over-predicted the heat transfer coefficient at void 

fractions greater than 0.75 and that the cause of this over prediction is the film-boiling heat 

transfer coefficient. In the actual code application, it is recommended that the Forslund-

Rohsenow film-boiling correlation be removed and the uncertainty in the remaining heat 

transfer models is accounted for through a multiplier with a range of 0.75 to 1.25. The 

scaling effect was included in the overall uncertainty in the heat transfer model. 

Another important phenomenon that affects the PCT is steam binding in the hot leg and the 

steam generator’s u-tube. The liquid carried in the steam generator vaporises and creates a 

high pressure in the upper plenum, delaying the onset of reflooding, leading to a higher 

PCT. The sub-phenomena that control vapour-binding are the drops coming from the liquid 

interface in the core and the entrainment of these drops into the hot leg and steam generator. 

Modelling of two Slab Core Test Facility (SCTF   ̶ 1/21 size) tests with TRAC indicated 

that the code under-predicts the entrainment flow to the hot leg. A set of multipliers were 

developed to apply to TRAC models to increase the number of drops emanating from the 

interface and also to increase interfacial shear-stress to match the entrainment to the hot leg 

and the steam generator. The SCTF is a small facility. It is assumed that as correlations that 

are being affected are localised; they are not dependent on the size of the facility. 

The phenomenon of ECC bypass is the most important phenomenon as it determines the 

refill phase and the flooding and quenching of the core. It affects the reflood PCT. The 

ECC injection is from the accumulator to the cold leg and to the down-comer. The steam 

up flow in the down-comer towards a break impedes the ECC flow through interfacial 
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shear, thus delaying the re-flooding phase. The other phenomenon that assists in refilling 

is the condensation of steam in the down-comer. When non-condensable gases are present 

in the down-comer, condensation is reduced and the ECC bypass is increased. The filling 

time of the lower plenum will depend on the combination of these phenomena. Many tests 

for ECC bypass phenomenon are available at different scales, such as CREARE (1/5), 

Battelle Columbus Laboratory (BCL) (2/15), and CREARE (1/15). A comparison of the 

predicted and measured lower plenum filling rates indicated that TRAC over-predicted the 

filling rates for small scale facilities and under-predicted them for a 1/5 scale facility. Data 

from a full-scale facility, Upper Plenum Test Facility (UPTF) [69], also became available. 

The TRAC code under-predicted the filling rate for UPTF [68]. As UPTF is full-scale test, 

the model’s uncertainty and the corresponding bias in PCT were estimated directly. In 

addition, the TRAC code did not have a model for non-condensable gases. A separate 

analysis was performed to estimate the amount of non-condensable gas coming out of the 

coolant and its impact on delaying the reflood phase and the corresponding bias in reflood 

PCT. 

In the CSAU methodology, many integral test facilities at different scales were reviewed; 

these scales included semi-scale, loss-of-fluid test (LOFT) [70], cylindrical 

core test facility (CCTF) [71], slab core test facility (SCTF) [71], and Primarkreislauf − 

large-scale test facility (PKL) [72]. It was concluded that all the blowdown PCTs were 

within the 95% tolerance limits when plotted as a function of the linear heating-rate. This 

finding indicated that this is the most dominant phenomenon in the core. However, there 

are other system-effects such as pump break that determine the time at which the heat 

transfer has degraded enough so that temperature rise is only a function of decay heat. In 

the case of reflood peak, the plots were made with the rise in core temperature as a function 

of the reflooding rate. It indicated that cores were well scaled in different facilities varying 

in size from Semi-scale (1/1700) to CCTF (1/21). However, the reflooding rate will be 

governed by system performance and any scaling distortion there will affect the rate of 

reflooding. The study showed, as expected, that temperature rise declines with an increase 

in the reflooding rate. 

Facilities scale the blowdown phase well. However, the scaling effect becomes more 

pronounced for the refill- and reflood-phase due to the interaction of many scaled 

phenomena, such as the ECC bypass. To find scale similarities the PCT were plotted as a 

function of flow in the core. PCTs from different facilities correlated well. As the core 

thermal-hydraulic was decoupled from rest of the system in the refill/reflood phase in this 

study, the plot suggested that core was scaled well in all the facilities. A bias was estimated 

for the scaling effect of the ECC bypass phenomenon [62]. 

In estimating the uncertainty or bias induced by scale distortion in an integral test facility, 

the impacted parameter (e.g. peak cladding temperature in a LOCA) and the dominant 

contributing parameter (e.g. linear rate of heat generation in LOCA) are plotted for all 

available data points covering all scales. Then, the uncertainty in reaching the 95% 

confidence level is used as a confirmation of the CSAU procedure of aggregating important 

uncertainties in phenomena, resulting in total uncertainty in the FOM.   

In evaluating the scale-up capabilities of correlations in the code, based on the PIRT result, 

one evaluates the processes that impact the parameter of interest e.g. the model of the 

reactor’s coolant pump, the critical two-phase flow through breaks and liquid entrainment 

to steam generators in a LOCA. All available scaled data used to develop the correlation or 

the models in the code are compiled to determine the uncertainty or bias to reach a 95% 

confidence level. 
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If the distortion and scale-up capability are satisfied, the range of the nuclear power plant 

data needs to be compared to the conditions of the database experiments and the closure 

correlations in the code. If the nuclear power plant range is not covered, additional biases 

are needed. After this evaluation, all the uncertainties and biases are added together as the 

bias from scaling (Step 10). Both are combined with other sources of uncertainty from 

Steps 9 and 11 into the total uncertainty or bias (Step 13) for sensitivity calculation (Step 

14,) using the nuclear power plant nodalisation. This will require many runs with the TRAC 

code. To avoid expensive runs, the TRAC code was replaced by a surrogate surface by 

running TRAC for different values of the uncertain parameters. Once a response surface is 

established, thousands of values of the FOM are estimated by sampling the uncertainty 

range for each parameter representing important phenomena. The large number of values 

is then plotted as a probability density function (distribution) and 95% values can be 

obtained. However, this approach of finding the 95% value using a response surface limited 

by the number of phenomena that can be considered. 

GRS Uncertainty quantification methodology 

The GRS method [73] is a probabilistic method based on the concept of propagating the 

input uncertainties. All relevant uncertain parameters including the code, representation 

and plant uncertainties are identified, any dependencies between uncertain parameters are 

quantified and ranges and/or PDFs for each uncertain parameter are determined. Expert 

judgement and experience from code applications to separate and integral test and full plant 

application are principal sources of information for uncertain parameters identification and 

quantification. Characteristics of the GRS method are:  

 The uncertainty space of input parameters (defined by their uncertainty ranges) is 

sampled at random according to the combined “subjective” probability distribution 

of the uncertain parameters and code calculations are performed by sampled sets of 

parameters. 

 The number of code calculations is determined by the requirement to estimate a 

tolerance/confidence interval for the quantity of interest (such as peak clad 

temperature). The Wilks formula [64,74] is used to determine the number of 

calculations needed for deriving the uncertainty bands. 

 Statistical evaluations are performed to determine the sensitivities of input 

parameter uncertainties on the uncertainties of key results (parameter importance 

analysis). 

 There are no limits for the number of uncertain parameters to be considered in the 

analysis and the calculated uncertainty has a well-established statistical basis. 

 The method relies only on actual code calculations without using approximations 

like fitted response surfaces.  

For the selected plant transient, the method is applied to an integral effects test simulating 

the same scenario prior to the plant analysis. If experimental data are not bounded, the set 

of uncertain input parameters must be modified. Experts identify significant uncertainties 

to be considered in the analysis, including the modelling uncertainties and the related 

parameters and identify and quantify dependencies between uncertain parameters. 

Subjective probability density functions are used to quantify the state of knowledge of 

uncertain parameters for the specific scenario. The term “subjective” is used here to 
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distinguish uncertainty due to imprecise knowledge from uncertainty due to stochastic or 

random variability. 

Uncertainties of code model parameters are derived based on validation experience. The 

scaling effect must be quantified as model uncertainty. Additional uncertain model 

parameters can be included, or PDFs can be modified, accounting for results from the 

analysis of SET facilities. Input parameter values are simultaneously varied by random 

sampling according to the subjective PDF and dependencies. A set of parameters is 

provided to perform the required number n of code runs. For example, the 95% fractile and 

95% confidence limit of the resulting subjective distribution of the selected output 

quantities is directly obtained from the n code results, without assuming any specific 

distribution. No response surface is used or needed. 

Sensitivity measures by using regression or correlation techniques from the sets of input 

parameters and from the corresponding output values allow the ranking of the uncertain 

input parameters in relation to their contribution to output uncertainty. Therefore, the 

ranking of parameters is a result of the analysis, not of prior expert judgement. The 95% 

fractile, 95% confidence limit and sensitivity measures for continuous-valued output 

parameters are provided. 

Upper statistical tolerance limits are the upper β confidence for the chosen α fractile. The 

fractile indicates the probability content of the probability distributions of the code results 

(e.g. α = 95% means that PCT is below the tolerance limit with at least α = 95% probability). 

One can be 95% confident that at least 95% of the combined influence of all the 

characterised uncertainties are below the tolerance limit. The confidence level is specified 

because the probability is not analytically determined. It accounts for the possible influence 

of the sampling error since the statements are obtained from a random sample of limited 

size. The smallest number n of code runs to be performed is given by the Wilks formula 

[74] (Equations 1 and 2). The minimum number n of calculations for both one-sided and 

two-sided can be found in Table 4.1. As a consequence, the number n of code runs is 

independent of the number of selected input uncertain parameters, only depending on the 

percentage of the fractile and on the desired confidence level percentage. The number of 

code runs for deriving sensitivity measures is also independent of the number of 

parameters. As an example, a total number of 100 runs is typical for the application of the 

GRS method. For regulatory purposes where the margin to licensing criteria is of primary 

interest, the one-sided tolerance limit may be applied, i.e. for a 95th/95th percentile 59 

calculations should be performed. The FOM is arranged in decreasing order and the higher 

value represents 95% percentile with 95% confidence. The Wilks formula has been 

extended for more than one resulting output parameter in a recent work [75]. 

GRS Sampling-based uncertainty analysis codes 

General method 

For the investigation of the uncertainty of output quantities obtained by simulation 

programmes, sampling-based uncertainty analyses are performed. With this approach, 

input uncertainties are propagated through the calculation chain to output uncertainties for 

quantities of interest. At first, the uncertain input parameters must be identified. 

Furthermore, the corresponding probability distribution functions for each uncertain input 

parameter must be chosen (e.g. the normal distribution with a mean value and a standard 

deviation) and possible correlations between input parameters must be identified. Based on 

this information, a set of samples for each input parameter is generated such that new input 
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data sets are created. The simulations are then performed with these varied input data. For 

the output quantity of interest, a set of results is obtained which can be statistically analysed 

to determine a mean value and a standard deviation. The standard deviation corresponds to 

the uncertainty of the respective quantity due to the perturbed input parameters. 

XSUSA 

The XSUSA (Cross Section Uncertainty and Sensitivity Analysis) method [76,77] is based 

on the random sampling GRS method implemented in the code package SUSA “Software 

for Uncertainty and Sensitivity Analysis”) [78]. The uncertain input parameters as 

described above are the neutron cross-sections that serve as input to neutron transport 

codes. When applying the random sampling method with neutron cross-section 

uncertainties, many nuclear data libraries are generated in which the quantities with 

available uncertainties (essentially inelastic and elastic scattering, the (n,2n) and capture 

cross-sections, the fission cross-section, the number of neutrons per fission and the fission 

neutron spectrum) are varied at the same time for a large number of nuclides. The basis for 

generating the data variations is the SCALE 6.1 covariance data library which contains 

uncertainties for relevant nuclides [79]. Correlations between the energy group data of each 

nuclide/reaction combination are considered as well as cross-correlations between data of 

different reactions or even data for different nuclides. It is furthermore assumed that the 

neutron cross-sections follow normal distributions with mean values and standard 

deviations from the cross-section library and the covariance data files, respectively. Any 

quantity that is output from the criticality or depletion calculation with the considered 

neutron transport code can be statistically analysed. These typically include the 

multiplication factor, reactivity coefficients, power distributions as well as homogenised 

macroscopic cross-sections generated for use in nodal diffusion codes [80,81].  

SUSA 

The software tool SUSA (Software for Uncertainty and Sensitivity Analyses) [82-84] 

guides through the main steps of a probabilistic uncertainty and sensitivity analysis. These 

steps can be summarised as follows: 

 identification of all phenomena, modelling assumptions and parameters that are 

potentially important contributors to the uncertainty of the computational result and 

representation of all uncertainty sources by uncertain parameters; 

 quantification of the state of knowledge on the uncertain parameters in terms of 

probability distributions and dependence measures; 

 generation of a sample of values for the uncertain parameters according to a 

multivariate probability distribution which satisfies the input given in Step 2; 

 computer code executions for each set of values sampled for the uncertain 

parameters   ̶  random sample from the unknown probability distribution of the 

computational result; 

 quantification of the uncertainty of the computational result based on the sample 

resulting from Step 4; 

 ranking of the parameters with respect to their contribution to the overall 

uncertainty of the computational result   ̶ sensitivity analysis; 
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 comprehensive documentation of the analysis steps for scrutinising the analysis 

results. 

The last released version SUSA 4.0 is a powerful tool for uncertainty and sensitivity 

analyses of computational results and an important part of the GRS code system for nuclear 

reactor safety analyses. It provides support to quantify input uncertainties in terms of 

probability distributions, correlations and other appropriate dependence structures. For 

Monte Carlo simulation, the simple random and the Latin Hypercube sampling procedure 

are available. To prepare and launch computer code runs, a selection of code interfaces is 

implemented. In the field of nuclear reactor safety analyses many options exist for 

quantifying the uncertainty of a computational result. Options for performing a sensitivity 

analysis are also implemented. SUSA 4.0 combines well-established methods from 

probability calculus and statistics with a graphical user interface (GUI). The GUI guides 

through the main analysis steps, requests input data where necessary, checks for input 

errors and performs all other actions up to the final representation of results. 

Automated Statistical Treatment of Uncertainty Method (ASTRUM)   

Transients in nuclear power plants are simulated with large system codes that include best 

possible models and correlations for thermal hydraulics and neutronics. The predictions 

from these codes are best estimates of figures of merit or parameters of interest. However, 

there are many contributors to uncertainty in these predictions; thermal-hydraulic models, 

numerics and parameters of neutronics. The US NRC has allowed utilities and vendors to 

use best-estimate codes with an estimate of uncertainty with high confidence. 

10 Code of Federal Regulations (CFR) 50.46 states that “uncertainty must be accounted 

for, so that, when the calculated ECCS cooling performance is compared to the criteria set 

forth in paragraph (b) of this section, there is a high level of probability that the criteria 

would not be exceeded.” Paragraph (b) of 10 CFR 50.46 contains the list of the acceptance 

criteria. Clarification as to the US NRC expectations on the acceptable implementation of 

the “high probability” requirement is provided in Section 4 of Regulatory Guide 1.157 

(Best-estimate Calculations of Emergency Core Cooling System Performance) that states 

“a 95% probability is considered acceptable by the NRC staff [· · · ].” 

The CSAU methodology was the first to establish a systematic and auditable method to 

estimate uncertainty in best-estimate calculation with high level of confidence. 

Westinghouse developed Automated Statistical Treatment of Uncertainty Method 

(ASTRUM) in line with the CSAU methodology and followed two of the elements of the 

CSAU methodology. Reviews of ASTRUM have been provided by Frepoli [85] and for a 

method like ASTRUM by Martin and O’Dell [86].  

The CSAU methodology has two important steps, PIRT in the first element that identifies 

important phenomena for the transient and the method of combining various contributors 

to uncertainty in code prediction for identified FOM in the third element. the individual 

uncertainties are in the form of distributions and biases. as the cost of each code run was 

high and number of calculations needed for high confidence was large, the CSAU 

methodology adopted a response surface approach. The response surface is a surrogate of 

the code. Because of the level of effort, PIRT was important to reduce the number of 

phenomena to a manageable number. The response surface approach restricted the method 

to a smaller set of contributors to the uncertainty. As the response surface can be sampled 

as many times as needed in a very short time, the results corresponding to the 95% 

percentile value has almost 100% confidence. 
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The ASTRUM uncertainty propagation method for uncertainty analyses is similar to the 

CSAU methodology and considers the effect of the uncertainties of input parameters, 

computer code models, the initial and boundary conditions, geometry, scale effect and other 

application-specific input data and solution algorithms on the predicted results for the 

FOM. ASTRUM differs in the way uncertainties are combined and the numbers of 

contributors to the uncertainty are considered. The most widely used method of this type is 

the methodology proposed first by GRS and based on well-established concepts and tools 

from probability and statistics given by Wilks. The main advantage to using these tools is 

that the number of calculations is independent of the number of uncertain parameters to be 

considered. The necessary number of code calculations is given by the Wilks’ formula [74]. 

The number of calculations depends only on the chosen tolerance limits (confidence) or 

intervals of the uncertainty statements of the results. Wilks’ formula does not need any 

assumption about the distribution of the result. The number code calculations, N, for given 

confidence (tolerance) of 𝛾  and percentile of 𝛽, for one parameter uncertainty is given by 

Wilk’s formula: 

 𝛾 = 1 − 𝛽𝑁 
  

  (6) 

In case of multiple parameters, p, that are independent, the number of calculations is higher, 

and are given by following relationship [65]: 

 𝛽 = ∑
𝑁!

(𝑁−𝑗)!𝑗!
𝛾𝑗(1 − 𝛾)𝑁−𝑗𝑁−𝑝

𝑗=0  (7) 

For example, for a single parameter, the number of calculations needed for 95% confidence 

and 95% percentile is 59. In the case of three parameters, the number of calculations 

required for the same level of confidence and percentile increases to 124. 

Modelling uncertainties are represented by specific parameters. These represent two 

possibilities: 

 adding on, or multiplying correlations by a corrective term; 

 a set of alternative model formulations. 

Then, the respective state of knowledge is quantified by approximate probability 

distributions that includes the range and shape of the distributions. Such a distribution 

expresses how well the appropriate value of an uncertain parameter of the code application 

is known in the light of all available evidence. A state of knowledge based on minimum 

information at the parameter level is expressed by uniform distributions (state of maximum 

ignorance). The selection and quantification of these uncertain parameters are based on 

experience gained from validating the computer code by comparisons between the model’s 

predictions and test data of integral tests and separate effects tests for the model parameters. 

These tests are based on phenomena identified in the PIRT. In addition, where the tests are 

at smaller scale, the uncertainty should be augmented to include the scale effect. 

In the ASTRUM approach, values of uncertain parameters are randomly sampled and the 

code is run with a set of values representing all the uncertainties considered.  For every run, 

a new set is randomly selected. The minimum number of code calculations depends on the 

requested probability content and confidence level of the statistical tolerance limits used in 

the uncertainty statements of the results. The required minimum number of these 

calculation runs is given by the Wilks’ formula as stated earlier. The set of predicted values 

of the parameter are arranged from small to large value. In the case of PCT, the highest 
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value will represent the 95% percentile (that is 95% of values will be lower than this PCT) 

and 95% confidence. In the case of three parameters of interest, the set of values of three 

parameters from 124 runs are arranged in order. The top third value for each parameter 

represents 95/95 conditions. 

It should be noted that the SET/IET matrix will be different for different transients. The 

range and distribution of each parameter representing the model uncertainty will be specific 

to the transient of interest. The PIRT will also be different. While the ASTRUM approach 

is not limited by the number of parameters representing the uncertainty, still the largest 

effort is in determining the range and distribution of these parameters. A PIRT helps in 

making problem manageable. 

Frepoli [83] has shown through examples that the safety parameters predicted for the 95% 

percentile by CSAU-type approach and ASTRUM approaches are different and there is 

larger margin with ASTRUM predictions (lower PCT, lower maximum oxidation and 

lower core-wide oxidation). 

Uncertainty Methodology based on Accuracy Extrapolation − UMAE 

The UMAE [87] whose flow diagram is given in Figure 4.3, is the prototype method for 

the description of “the propagation of code output errors” approach. The method focuses 

not on the evaluation of individual parameter uncertainties but on the propagation of errors 

from a suitable database calculating the final uncertainty by extrapolating the accuracy 

from relevant integral experiments to full scale nuclear power plants. 

Considering ITF of reference water cooled reactor and qualified computer codes based on 

advanced models, the method relies on code capability, qualified by application to facilities 

of increasing scale. Direct data extrapolation from small scale experiments to reactor scale 

is difficult due to the imperfect scaling criteria adopted in the design of each scaled down 

facility. So, only the accuracy (i.e. the difference between measured and calculated 

quantities) is extrapolated. Experimental and calculated data in differently scaled facilities 

are used to demonstrate that physical phenomena and code predictive capabilities of 

important phenomena do not change when increasing the dimensions of the facilities (see 

right loop FG in Figure 4.3). 

Other basic assumptions are that phenomena and transient scenarios in larger scale facilities 

are close enough to plant conditions. The influence of user and nodalisation upon the output 

uncertainty is minimised in the methodology. However, user and nodalisation inadequacies 

affect the comparison between measured and calculated trends; the error due to this is 

considered in the extrapolation process and gives a contribution to the overall uncertainty. 

The method utilises a database from similar tests and counterpart tests performed in ITF 

that are representative of plant conditions. The quantification of code accuracy (step “fˮ in 

Figure 4.3) is carried out by using a procedure based on the Fast Fourier Transform Based 

Method (FFTBM, [88] and [89]) characterising the discrepancies between code 

calculations and experimental data in the frequency domain and defining FOM for the 

accuracy of each calculation. Different requirements must be fulfilled in order to 

extrapolate the accuracy. 

Calculations of both ITF experiments and nuclear power plant transients are used to attain 

uncertainty from accuracy. Nodalisations are set up and qualified against experimental data 

by an iterative procedure, requiring that a reasonable level of accuracy is satisfied. Similar 

criteria are adopted in developing plant nodalisation and in performing plant transient 

calculations (see left loop FG in Figure 4.3). The demonstration of the similarity of the 
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phenomena exhibited in test facilities and in plant calculations, accounting for scaling laws 

considerations (step “kˮ in Figure 4.3), leads to the analytical simulation model, i.e. a 

qualified nodalisation of the nuclear power plant.  

The following three main differences between the CSAU methodology and the UMAE can 

be identified: 

 Only expert (or engineering) judgement can stop the process of getting uncertainty 

in the case of the CSAU methodology, while a detailed comparison between 

measured and calculated trends may give the same results for the UMAE (path FG 

in Figure 4.3). 

 Several sensitivity calculations using a plant nodalisation approved by expert 

judgements are necessary in the CSAU methodology to get uncertainty; one plant 

calculation through a qualified nodalisation is necessary in the UMAE. 

 To get uncertainty from the UMAE, experimental data in ITF must be available and 

related to the assigned transient; this is not the case in the CSAU methodology. 

Furthermore, the code must be able to predict the measured scenario. 

 Minor differences between the CSAU methodology and the UMAE are related to 

the following: 

– User qualification: unqualified users presumably will not get acceptable results 

from the block “f” in Figure 4.3, while they can perform sensitivity calculations 

in the CSAU methodology. 

– Errors that may be present in the plant nodalisations of both the CSAU 

methodology and the UMAE. The probability that this happens in the UMAE is 

minimised because of the analysis at block “k” in Figure 4.3. 

– The use of the response surface methodology is included in the CSAU 

demonstration and not in the UMAE. 

– The UMAE assumes that the ratio between experimental and calculated 

quantities (YE/YC) is a statistical quantity. 
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Figure 4.3. UMAE flow diagram (also adopted within the process of development  
and application of CIAU) 

 

 Source: D’Auria et al., 1995. 

Code with capability of IAU (CIAU) and code with capability of IAU for coupled 

thermal-hydraulic/neutronics calculation (CIAU-TN) 

All the uncertainty evaluation methods discussed in the previous section are affected by 

two main limitations: 

 the resources needed for their application may be very demanding, ranging up to 

several man-months; 

 the achieved results may be strongly method/user dependent (the so-called 

uncertainty-method-user effect). 

The last item should be considered together with the code-user effect, widely studied in the 

past and may threaten the usefulness or the practical applicability of the results achieved 

by an uncertainty method. Therefore, the Internal Assessment of Uncertainty (IAU) was 

requested as the follow-up of international conferences ([89] and [90]). The CIAU and 

CIAU-TN approaches have been developed with the objective of reducing the limitations 

mentioned above.  

The CIAU and CIAU-TN are extensively discussed in the available technical literature [91-

95] and tens of additional relevant papers that provide comprehensive details about the 

method, can be found in the bibliography lists of the above references. Therefore, the 

present section supplies only “spot-informationˮ about the CIAU, giving emphasis mostly 

to the idea behind the method and its main features. 

The bases of the CIAU method can be summarised by the following steps: 
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 the use of a “systematic qualification processˮ [95] of thermal-hydraulic code 

calculations related both to ITFs and to nuclear power plants; 

 the “accuracy extrapolationˮ, i.e. the accuracy is not a function of the volume 

scaling ratio KV and thus it can be extrapolated from facilities to nuclear power 

plants to get uncertainty; 

 the “nuclear power plant status approachˮ to identify “phase spacesˮ (i.e. 

combinations of finite intervals of selected – driving – quantities) to which are 

associated single uncertainty values for each of the selected – output – quantities 

(i.e. responses); 

 the separation and recombination of time and quantity “errorˮ to split the physical 

(i.e. phenomena based) statistical treatment of the uncertainty in two contributions 

associated with the values of the selected – output – quantities (i.e. responses) and 

with the time when those values are reached during the transient; 

 the “error filling processˮ and the “error extraction processˮ to generate the 

accuracy database (error filling process) and to use the derived uncertainty database 

(error extraction process) for the uncertainty evaluation of the qualified (following 

[95]) nuclear power plant code calculation. 

In the next sub-sections, the word “errorˮ has the same meaning of “accuracyˮ, i.e. it refers 

to the discrepancy between experiment and code results. 

The qualification process 

The qualification process described in [95] involves the fulfilment of different “conditions 

of acceptabilityˮ for demonstrating the achievement of qualified ITF and nuclear power 

plant nodalisations and related code calculations (in this term it can be considered like the 

“engineˮ of the CIAU). Data coming from generic experiments in integral facilities and in 

separate effect test facilities, other than counterpart and similar tests and nuclear power 

plant transients can be processed. One condition for the application of the CIAU method is 

the similarity between the concerned plant scenario, in relation to which the uncertainty 

must be calculated, and the experimental/reference database originating the accuracy 

database (see also Figure 4.4). 

The accuracy extrapolation 

This step implies the demonstration that the code predictive capabilities of important 

physical phenomena in differently scaled facilities do not change when increasing the 

dimensions of the facilities. Figure 4.4 depicts the expected behaviour of the ratio between 

YE and YC of a generic response Y (e.g. PCT, minimum core collapsed level, etc.) as a 

function of KV where YE and YC are respectively the experimental and calculated values 

of Y. The expected behaviour of the ratio YE / YC is found, as shown in Figure 4.4 and 

confirmed by the analysis of several experiments and associated code calculations [96,97] 

derived from a database of similar tests and counterpart tests performed in ITF that are 

representative of the plant conditions. It should be noted that code-user effect and 

nodalisation inadequacies affect the comparison between measured and calculated trends 

and thus they are considered in the accuracy evaluation and consequently in the accuracy 

extrapolation process providing a contribution to the overall uncertainty. 
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The nuclear power plant status approach 

The usual characterisation of any transient or event occurring or calculated in a typical 

LWR is through a number of time trends, e.g. pressures, levels, temperatures, mass flow 

rates versus time. The event time, or the time elapsed since the event beginning, constitutes 

the main way to characterise the transient together with the initial and boundary conditions. 

In this case, which can be identified as “time-domainˮ, time is taken as the horizontal axis 

in the graphical representation of the transient evolution. Therefore, in the area of 

uncertainty evaluation, each transient becomes unique, thus requiring a specific evaluation 

of the uncertainty that characterises any of the time trends. This is true notwithstanding the 

possibility to consider key phenomena [98] that are common to classes of transients. 

A different way to look at the same transients involves the use of the “phase-spaceˮ. This 

approach consists of selecting a fixed, small group of quantities (called “driving quantities” 

Qd) and in describing any event taking place in a nuclear power plant not as a function of 

time, but by the group of values assumed by the selected quantities: each group of the 

selected variables represents a status of the plant. This approach is actually utilised to 

optimise the emergency procedures of nuclear power plants. In the graphical 

representation, any relevant quantity can be used in the vertical or horizontal axis. 

Figure 4.4. Accuracy behaviour as a function of Kv 

 

Source: Petruzzi, Giannotti and D’Auria 2004; Petruzzi and D’Auria, 2016; Bovalini et al., 1992. 
 

Although the transients seem to be quite different in the time domain, when they are 

analysed in the phase-space domain it is possible to identify some areas or 

phenomenological regions through which the different kinds of transients pass through and 

in correspondence to which the same phenomena are expected to occur. The basic idea of 

the CIAU and CIAU-TN methods is that at any of these phenomenological regions, into 

which the “phase-spaceˮ is subdivided, one uncertainty value for the selected output 

quantities (called “object quantities”, Y) can be assigned independently on the kind of 

transient. In other words, the nuclear power plant status is a region of phase space where 

the uncertainty in the code prediction is assumed to be “uniformˮ. 

The same idea, referring to specific thermal-hydraulic phenomena, is discussed in [98-100]. 

Those papers show that phenomenological areas or regions in the “phase-spaceˮ are 

suitable for use in scaling and extrapolation studies. Additional support for planning the 

method comes from the characterisation of generic plant status for the actuation of accident 
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management countermeasures, as discussed in [101]. Finally, the pursued approach is 

similar to what is proposed by D.C. Groeneveld and P. Kirillov [102]: in that case, pressure, 

quality and flow rate are entries to the “look-upˮ table that provides a suitable value for the 

CHF. In the present case, proper “driving quantitiesˮ are entries to the matrix and vector 

which provide quantity and time uncertainty values respectively. 

The separation and recombination of time and quantity errors 

The definition of time and quantity error can be drawn from Figure 4.5. The dotted line is 

the result of a system code calculation: Y is a generic thermal-hydraulic code output plotted 

versus time. Each point value in the curve is affected by a time error (Et in Figure 4.5a) and 

by a quantity error (Eq in Figure 4.5b). The availability of experimental data (measured in 

appropriate nuclear power plant simulators, i.e. ITFs) allows quantifying those errors and 

to generate the so-called (in the CIAU nomenclature) time and quantity accuracy database. 

Owing to the uncertainty affecting any thermal-hydraulic code calculation, each point value 

of the nuclear power plant code result may take any value within the rectangle (Figure 4.5c) 

identified by the time (Ut) and quantity (Uq) error (uncertainty).  

The amount of the uncertainty value (i.e. each edge of the rectangle) can be defined in 

probabilistic terms consistently with what is recommended by current licensing 

approaches: e.g. a 95% probability level is considered acceptable to the US NRC staff for 

comparison of best-estimate predictions of postulated transients to the licensing limits in 

10 CFR Part 50. The method used to combine the rectangles at the end of the CIAU process 

for generating the CIAU uncertainty bands can be seen in Figure 4.5d. The adopted process 

ensures a higher (still not quantified) level of probability with respect to the 95% 

probability usually associated with the edge of the rectangle. 

Figure 4.5. Definition of quantity and time errors to be included into  
the quantity and time uncertainty database  

 

Source: D’Auria and Giannotti, 2000; Petruzzi et al., 2005; Petruzzi and D’Auria, 2008; Petruzzi. D’Auria, Giannotti 
and Ivanov, 2004; Petruzzi, Giannotti and F. D’Auria, 2004. 
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The error filling process and the error extraction process 

Two processes are foreseen for the realisation of the CIAU and CIAU-TN methods: the 

“error fillingˮ process and the “error extractionˮ process (see Figure 4.6). The former is 

dealing with: 

 the selection (block a) of relevant experiments (ITF and SETF), i.e. of those 

experiments whose geometrical properties of the facility and boundary and initial 

conditions are similar to those of the concerned plant scenarios; 

 the code calculation results (block b) qualified following the qualification 

procedure  
(block c) of [95]; 

 the derivation of the separate time and quantity accuracy (error) database (block d); 

 the identification of the nuclear power plant statuses (block e); 

 the storing of the time and quantity accuracy (error) values inside the selected (by 

the ITF and/or SETF experiment scenario) nuclear power plant statuses (block f). 

After that a qualified nuclear power plant code calculation (block h) has been made 

available following the qualification procedure (block c) [95], the “error extractionˮ 

process (block i) is used to draw out from the selected (by the transient) nuclear power 

plant statuses the uncertainty values to be associated with the nominal (best-estimate) 

values of the object quantities for the uncertainty evaluation (block j). It should be noted 

that only one nuclear power plant best-estimate calculation per transient is sufficient for 

performing the uncertainty analysis. Between the two processes, the step dealing with the 

accuracy extrapolation (block g) ([96-98], see also Figure 4.6) is performed for passing 

from the accuracy database (output of the “error fillingˮ process) to the uncertainty 

database (input of the “error extractionˮ process).  
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Figure 4.6. The error filling process and the error extraction process  

 

Source: Petruzzi and D’Auria, 2016; Bovalini et al., 1992; D’Auria and Galassi, 1998. 

A key feature of the CIAU and CIAU-TN approaches is the full reference to the 

experimental data. Accuracy from the comparison between experimental and calculated 

data is extrapolated to obtain uncertainty. A solution to the issues constituted by the 

“scaling” and “the qualification” of the computational tools is embedded into the method 

[100,101] through the qualification process that constitutes the engine for the development 

of CIAU and for the creation of the accuracy database.  

Assigned a point in the time domain, the accuracy in predicting the time of occurrence of 

any point is distinguished from the accuracy that characterises the quantity value at that 

point. Quantity and time accuracies are associated to inaccuracies-in-code-models and 

uncertainties-in-boundary-and-initial-conditions including the time sequence of events and 

the geometrical model of the problem. Based on the above: 

 The “transient-time-dependentˮ calculation by a code resembles a succession of 

steady-state values at each time step and is supported by the consideration that the 

code is based on a number and a variety of empirical correlations qualified at 

steady-state with assigned geometric discretisation. Therefore, quantity accuracy 

can be associated primarily with inaccuracies -in-code-models. 

 Inaccuracy associated with the physical actuation of components (e.g. for a valve 

the time when the equivalent full flow area for the flow passage is attained) or the 

modelling of the I&C system (e.g. the scram signal) or inadequate nodalisation, can 

introduce time errors that cannot be associated to code model deficiencies. 

Therefore, time accuracy can be associated primarily with uncertainties-in-

boundary-and-initial-conditions.  

Once the time and quantity accuracy database has been derived, the overall accuracy and 

then uncertainty is obtained by the geometric combination of the two accuracies (and 

uncertainties) values, i.e. time and quantity, in the two-dimensional space-time plane.  
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4.4 New methods   

CASUALIDAD method 

The predictive modelling methodology constitutes a third approach for performing 

uncertainty analysis, different from propagation of input uncertainties or from propagation 

of code output accuracies. 

The method is based upon powerful mathematical tools to perform sensitivity analysis and 

upon the Data Adjustment/Assimilation (DAA) methodology [103,104] by which 

experimental observations are combined with code predictions and their respective errors, 

to provide an improved estimate of the system state and of the associated uncertainty 

considering all input parameters α that affect any prediction, being part either of the code 

models or of the input deck.  

Since in most problems of practical interest, the number of input parameters α exceeds the 

number of responses R, the method requires the most efficient deterministic method for 

computing local sensitivities S for large-scale systems, which is the Adjoint Sensitivity 

Analysis Procedure (ASAP) [105,106]. However, being large-scale systems frequently 

characterised by critical points like bifurcations, turning points, saddle points, response 

extrema or cliff-edge effects, local sensitivity tools cannot be properly used and a 

deterministic global sensitivity method has to be applied. In this context the Global Adjoint 

Sensitivity Analysis Procedure (GASAP, [105,106]) is one of the most advanced tools to 

deterministically compute the system’s critical points y in the combined phase space 

formed by the parameters, forward-state variables and adjoint variables. Subsequently the 

local sensitivities of the responses R located at critical points y are analysed by the ASAP. 

Once the sensitivity matrix S of the responses R with respect to the parameters α is 

available, the moment propagation equation is adopted to obtain the computed covariance 

matrix CR of the responses starting from the covariance matrix Cα of the system parameters. 

The technique, by which experimental observations are combined with code predictions 

and their respective errors, to provide an improved estimate of the system state is known 

as DAA [104] and it is based on a Bayesian inference process. The idea at the basis of DAA 

can be made more specific as follows: the computed results R and the respective statistical 

errors CR predicted by mathematical models and based on a “priorˮ or “firstˮ guess PDF 

for the input parameters (i.e. Cα) are combined with proper experimental observations M 

of the states of a system and associated uncertainty CM to generate “adjustedˮ values for 

the system parameters (αIE, where the suffix Improved Estimate values (IE) and the 

respective input covariance matrix (Cα
IE, or “posteriorˮ PDF). From this process, which 

can be considered as improved estimate analysis of the system’s states, the responses RIE 

and the respective covariance matrix (CR
IE) are finally derived. A short description of a 

method based on predictive modelling methodology is given hereafter. 

The CASUALIDAD method (Code with the capability of Adjoint Sensitivity and 

Uncertainty AnaLysis by Internal Data ADjustment and assimilation) [107-109] has been 

developed as a fully deterministic method based on advanced mathematical tools for 

performing internally to the thermal-hydraulic system code the sensitivity and the 

uncertainty analysis. The availability of a suitable database of experiments (SETF and/or 

ITF) and related qualified code calculations constitutes a prerequisite for the development 

and the following application of the methodology. A simplified flow chart of the method 

is depicted in Figure 4.7. 

Similar to the CIAU (see section above) method, the process to develop the database of 

improved estimations of input values and related covariance matrix is distinguished from 
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the application process where the database is used to produce the improved uncertainty 

scenario. Thus the information embedded in the set of experiments and related qualified 

code calculations is elaborated and transformed into suitable information for performing 

an improved (in the sense that is based on the experimental evidences) uncertainty 

evaluation. The general principles of the methodology together with brief descriptions of 

the main tools constituting the CASUALIDAD are given in the first sub-section below, 

whereas the structure of the method (i.e. the development process and the application 

process) is discussed in detail in the second sub-section below. 

Figure 4.7. Uncertainty evaluation based on CASUALIDAD methodology  

 

Source: Petruzzi, 2008; Petruzzi et al., 2010; Petruzzi and D’Auria, 2014. 

The bases of the CASUALIDAD method 

Establishing the range and probability distribution function of parameters is fairly easy for 

parameters which describe the condition of the plant (such as initial power or geometrical 

data) or for parameters describing physical data (such as thermal conductivity of UO2). It 

is more difficult for parameters relative to the constitutive relationships (such as interfacial 

friction) because they cannot be directly measured in facilities. To this end, the results from 

SETF together with their experimental uncertainties are used for establishing or assessing 

these constitutive relationships. However, the models developed from SETF are applicable 

to a certain range of parameters, when often the correlations are extrapolated to more 

extreme conditions in correspondence of which the data is lacking. In order to justify these 

extrapolations, the ITF data, whose ranges of parameters are much closer to typical 

conditions, are used. However, the derivation of the PDFs of the input uncertainty 

parameters is never an easy and objective task and a common or agreed methodology is 

still not available to the nuclear community. 

The fundamental principle of the methodology here proposed can be derived from  
Figure 4.8. The initial uncertainty distribution obtained from SETFs is shown coloured in 

red and represents the uncertainty in each of the model parameters (multiple model 

parameter distributions). After the application of the Bayesian Theorem (BT) and of the 

Principle of the Maximum Likelihood (PML), the uncertainty distributions (in blue), which 

are prior estimations for the code-simulation, are obtained. The code simulations are further 

constrained (using BT and PML) against the ITF for considering both the system behaviour 

and the use of the correlations (developed starting from SETFs) outside their range of 
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validity. At the end of this step, the key parameters, their contributions to the uncertainty 

of the system responses and the posterior parameter distributions (green curve in  
Figure 4.8) are obtained. It should be noted that if the extrapolation of the SETF conditions 

to the ITF conditions were not required and the various physics models employed in the 

ITF were truly uncoupled, then it is expected that the prior and posterior distributions 

resulting from the application of the BT & PML are very similar.  

The framework for which the CASUALIDAD method has been developed deals with the 

dashed area in Figure 4.8, or in other terms the methodology is system oriented having as 

its main objective the improvements of the estimations of the system output responses and 

related covariance matrix (i.e. uncertainty) through the reduction and improvement of the 

input parameter values and covariance. Key elements for the methodology are: 

 availability of a frozen qualified and internationally recognised thermal-hydraulic 

code; 

 availability of a suitable large database of ITF containing different transient 

scenarios and different scales of facility (e.g. the set of tests belonging to the CIAU 

database [109,110]); 

 use of a robust and rigorous procedure (i.e. set of acceptability criteria to be 

satisfied) for the qualification and acceptance of code calculations [95]; 

 availability of adequate (i.e. exact and efficient from computational resource point 

of view) methods for performing the local and global sensitivity analysis. The 

powerful tool based on ASAP is implemented for the derivation of the sensitivity 

matrix S containing the local derivatives of any response Rn (obtained by the code) 

with respect to any parameter 
iα  (  n iR α ). For large-scale systems, in which the 

number of system parameters and/or parameter variations to be considered exceeds 

the number of responses of interest, the ASAP is an effective method to employ. 

The global sensitivity analysis is performed through the implementation of the 

GASAP method aimed at determining all of the system's critical points and 

subsequently analyse them locally by ASAP. Thus, the strong non-linearities 

characterising the nuclear power plant system can be efficiently considered during 

the sensitivity analysis and taken into account for the following step dealing with 

the uncertainty evaluation; 

 implementation of the DAA method based on the BT and the PML for updating the 

a priori PDF of the input parameters α and responses R with the available 

experiments M (“likelihood observations”, see also Element 2 above) for getting 

the “posterior” IE of the input parameters, responses and related covariance 

matrices; 

 use of the concept of status approach for grouping together the “posterior” IE of the 

input parameters, responses and related covariance matrices derived from similar 

transients, i.e. transients selecting the same path in the phase space of the selected 

driving quantities. A database of improved estimations is then generated and the 

appropriate information stored inside (i.e. the one in the phase space selected by 

the nuclear power plant calculation) can be used during the application process of 

the methodology.  
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Figure 4.8. The basic idea and framework of the CASUALIDAD method 

 

Source: Petruzzi, 2008; Petruzzi et al., 2010; Petruzzi and D’Auria, 2014. 

In addition to the above, the following assumptions are used in the methodology, including 

criteria and steps embedded in the methodology which itself allows either the detection 

when the assumptions are violated (and thus when the methodology cannot be applied) or 

the demonstration of their well-founded basis: 

 Phenomena and transient scenarios in larger scale facilities will be close enough to 

plant conditions (see also similar discussion for the CIAU method in the Section 

above)  ̶  this assumption also supports Element 6 in the list above. 

 Given that the discrepancy between measured and calculated responses (and not 

the absolute values) is used for evaluating the uncertainty, this difference is 

randomly dispersed around the zero-value independent of the volume scaling 

factors of the facilities ([111], see also Figure 4.6). Moreover, the methodology 

provides a consistent indicator 𝜒2 that quantifies the degree of consistency between 

calculation and experiment and allows neglecting the contributions of the related 

discrepancies to the uncertainty estimation when the consistency is poor (i.e. 𝜒2 far 

from unity value [112].  

 The influence of user and nodalisation upon the uncertainty of the response is 

minimised in the methodology by the use of robust qualification procedures (see 

Element 3 of the previous list). The consistency indicator 𝜒2 contributes to 

minimise this influence discharging the cases where the consistency between 

calculation and experiment is poor. 

The structure of the method 

The CASUALIDAD methodology has been structured in two main steps. The former has 

the aim to generate the database of improved estimations starting from the available set of 

experimental data and related qualified calculations; the latter is dealing with the use of the 

selected (from the obtained database) set of improved estimations for the uncertainty 

evaluation of the predicted nuclear power plant transient scenario. More details about the 

two processes are given hereafter. 
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CASUALIDAD, Development process 

The development of the method and related database implies the availability of qualified 

experimental ITF data (block a in Figure 4.9), the use of a robust and consistent procedure 

for qualifying code calculations (block b) and the availability of a frozen version of the 

code (block c). These requirements constitute pre-requisites to the development of the 

methodology itself. Moreover, it is assumed that a steady-state (SS) condition is achieved 

before running the transient scenario, and consequently the values of input parameters 

characterising the BIC of the problem have to be considered after SS achievement. More 

precisely four different kinds of input parameters α  are distinguished: 

 the parameters BIC

SSα  (block d) which characterise the BIC, evaluated after SS 

achievement (e.g. the distribution of temperatures inside a core channel or the core 

inlet mass flow rates); 

 the parameters PPα  (block e) used for specifying Properties and Phenomena (PP) 

of the system. They include for instance the geometrical properties of the system 

(e.g. the flow area of a pipe or the core active heat transfer surface area), the 

physical properties of the materials (e.g. the value of heat capacity at a certain 

temperature) and also parameters characterising complex thermal-hydraulic 

aspects, like the pressure drop distribution. With respect to 
BIC

SSα , the PPα  

parameters are those parameters whose values specified in the input deck do not 

change when the SS has been achieved; 

 the parameters NODα  (block f) which characterise the nodalisation (NOD), i.e. 

those parameters that constitute the discretisation of the real system into an 

ensemble of control volumes and junctions through the definition of the volume 

lengths and elevations, the volume flow areas, etc.; 

 the parameters CODEα  (inside block c) that are part of the correlations inside the 

code. With respect to the other parameters, the CODEα  might not be directly 

accessible (modifiable) from the input deck. 

The selection of the responses of interest (block g) among the thousands available from a 

code calculation implies an engineering judgement that must consider the relevance of the 

safety and licensing issues. No limitation exists when performing the sensitivity analysis 

(see blocks i and k). The situation is instead different when performing the uncertainty 

analysis (see blocks l and o), where practically the constraints derive from the available 

experimental responses (block a). Once the responses R have been selected (block g), they 

are passed to the sensitivity tools (block i) together with all input parameters α . The 

sensitivity analysis is then performed locally and globally in order respectively to obtain 

exact local derivatives of any response Rn with respect to any input parameter  

iα  (  n iR α ) and to determine the system's critical points 
 y α

 (bifurcations, turning 

points, saddle points, response extrema) and their derivatives (  my iα ) with respect to 

any input parameter iα  (block j). The local sensitivity analysis is performed by ASAP 

[105,106] or alternatively can be carried out by Forward Sensitivity Analysis  

Procedure (FSAP) [105,106]. The global sensitivity analysis is performed by GASAP 

[105,106] and makes possible to efficiently deal with the non-linearities characterising the 

nuclear power plant system. Finally, the sensitivity matrix S (block k) is obtained and can 

be used for the following purposes (among others): 
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 to support the qualification process of the nodalisation through quantitative 

parameters that allow the verification of possible “unstableˮ behaviours of the 

developed nodalisation, i.e. if a small change in any of the input parameters α  

causes a large variation in the selected relevant responses R. In fact, the matrix S 

providing the derivatives of any selected response respect with any parameter (e.g. 

the derivative of the core PCT with respect to the length of one node in the u-tube 

of the primary side of a steam generator) constitutes a large source of information 

for performing the qualification process; 

 to understand the system by highlighting important data and eliminating the 

unimportant ones; 

 to design and optimise the system (e.g. maximise the availability/minimise the 

maintenance); 

 to perform the uncertainty analysis (see blocks l and o). 

Figure 4.9: Flow chart of CASUALIDAD method: Development process  

 

Source: Petruzzi, 2008; Petruzzi et al., 2010; Petruzzi and D’Auria, 2014. 

While the sensitivity analysis is able to consider all parameters α , the uncertainty 
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(e.g. the length of a volume in a nodalisation). However, as deducible from the word 
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on engineering judgement, is then used in the “propagation of moments” equation to obtain 

the covariance matrix of the calculated responses (block l). The next step (block n) implies 

the use of the DAA as a methodology based on the BT and PML for consistently 

incorporating observed information into a predicting model. More specifically, the a priori 

knowledge of the: 

 input parameters 
, ,BIC PP CODE

SSα α α
 (block o); 

 input covariance matrices (block m); 

 calculated response R (block h); 

 calculated covariance matrix RC  (block l); 

is combined in a statistically optimal way with “likelihood observations” (block a), i.e.: 

 experimental measures of the responses M; 

 covariance matrix of the measured responses 
MC ; 

to consistently improve and reduce the posterior estimations (block p) of the: 

 input parameters 

IE IE IE
BIC PP CODE

SS , ,α α α
; 

 calculated responses 

IE
R

; 

 input covariance matrices 

IE IE IE
BIC PP CODE

α,SS α α, ,C C C
; 

 calculated covariance matrix 

IE

RC
. 

Moreover, the DAA method supplies a quantitative measure of the consistency of the 

process through an indicator factor ( 2 ) that allows quantification of the degree of the 

discrepancy between calculation and experiment and to not perform the adjustment and 

assimilation when the consistency is poor. As the CASUALIDAD methodology is system 

oriented, the experimental data to be incorporated in the DAA process are mostly dealing 

with ITF. However, SETF and also nuclear power plant operational transients can be 

processed if available. 

The final step of the methodology has the goal to generate a database of (posterior) 

improved and reduced estimations of the input parameters and related covariance matrices. 

For each of the experimental test, the process up to the block p in Figure 4.9 has to be 

repeated for generating the posterior estimations. Considering that different kinds of 

scenario can be processed and that the same phenomena can occur in different transients, 

the concept of the “status approach” is adopted for generating the database. The idea here 

is to group together the improved estimations of the input parameters IEα  and related 

covariance matrices IE
αC deriving from “similarˮ transients, i.e. transients selecting the 

same path in the phases space of the selected driving quantities. It is assumed that similar 

tests generate similar values of the percentages of parameters’ variation between 

“posterior” and “priorˮ estimations (similarity check). Thus, if the similarity check is 

positively passed, the transient identification process (block q), based on the phase-space 

subdivision characterised by the selected driving quantities (block r), allows for 
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identification of the location inside the database where to store the obtained posterior 

estimations (block s). 

CASUALIDAD, Application process 

The application of the CASUALIDAD is straightforward once the database of the improved 

estimations of the input parameters and related covariance matrices is available. 

After the nuclear power plant transient calculation has been qualified (block b in Figure 

4.10), the input parameters characterising both the input deck (i.e. , ,BIC PP NOD

SSα α α , block 

c) and the correlations inside the code ( CODEα , inside block b) are evaluated on the “first-

guessˮ basis (i.e. values deduced from SETFs, available literature or based on engineering 

judgement). The relevant responses from the safety and licensing point of view must be 

selected  
(block d) in agreement with the selection process performed during the development of the 

methodology. The transient evolution, defined by the quantities R (block e), selects a path 

in the phase-space subdivision (characterised by the selected driving quantities, (block f) 

which can be identified through the transient identification process (block g). Thus, the 

posterior estimations of the input parameters (block h) and input covariance matrices  
(block i) associated to the selected path in the phase space can be drawn out from the 

database. 

A second thermal-hydraulic system code calculation is set up using the posterior 

estimations of the parameters characterising both the input deck ( ,
IE IE

BIC PP

SSα α ) and the 

correlations inside the code (
IE

CODEα ) in order to get an improved estimation of the 

responses IER  (block j). The improved nuclear power plant transient calculation still 

undergoes the qualification process. 

The sensitivity analysis is then performed locally and globally (block k) to derive the 

system's critical points (block l) and the derivatives of any response with respect to any 

input parameter (block m). The sensitivity matrix S can be used for the same purposes 

stated in the development process of the methodology having as reference the nuclear 

power plant instead of the ITF systems. Lastly, the uncertainty evaluation is performed by 

the “propagation of moments” equation where the improved estimations of the input 

covariance matrices , ,
IEIE IE

BIC PP CODE

α,SS α αC C C  are used (block i) to obtain the improved 

estimation of the covariance matrix of the calculated responses IE
RC  (block n). The diagonal 

values on the IE
RC  matrix allow finally the generation of continuous uncertainty bands for 

the selected responses IER  (block o). A demonstrative application of CASUALIDAD 

method is given in [109]. 
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Figure 4.10. Flow chart of CASUALIDAD method: Application process 

 

Source: Petruzzi, 2008; Petruzzi et al., 2010; Petruzzi and D’Auria, 2014. 
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Uncertainty Analysis 
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available evidence (i.e. experimental data, information and expert judgement). The 

methodology is quantitative and uses the Bayesian approach for evaluating the 

uncertainties associated with the thermal-hydraulic calculations.  

Taking into account the limitations of the existing methodologies, the following factors are 

carefully considered in IMTHUA: 

 Screening procedure for thermal-hydraulic phenomena: considering the extremely 

high number of phenomena that can contribute to the uncertainty, it is neither 

possible nor practical to explicitly quantify the impact of all such phenomena on 

output uncertainty. Consequently, a screening procedure is needed, but it creates 

non-trivial problems about the influence of sources of uncertainty neglected. In 
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manipulated. Inference about physical models from experiments, credibility 

assessment and value of parameters and relevance of information strictly require 

sophisticated methodologies such as Bayesian methods. Moreover, the 

methodology has to be general, applicable to a wide range of scenarios and not 

tightly linked to peculiarities of specific cases. 

 Assessment and propagation of uncertainties: the method for assessment and 

propagation of uncertainties must be efficient considering the available resources. 

 Black box approach: using certain uncertainty procedures it is not possible to 

explicitly consider internal sub-model uncertainty. 

TH-CODE

(CODE)

Selection of Responses

and Driving Quantities

R

UMAE

(CODE)

RIE

T
R

A
N

S
IE

N
T

ID
E

N
T

IF
IC

A
T

IO
N

ASAP
(FSAP, DIRECT)

GASAP

S Covariance

Calculated

Response

CR
IE = S C

IE STY() , SY

250.0

400.0

550.0

700.0

850.0

1000.0

1150.0

1300.0

1450.0

1600.0

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700

Time (s)

T
em

p
er

a
tu

re
 (

K
)

Cladding Temperatures

Lower Band

Upper Band

(a)

(b) (d)
(e) (f) (g)

(h)

(j)

(k)

(l)

(m)

(i)

(n)

(o)

NPP calc.

 BIC PP CODE

SS , ,
IE IE IE

α α α

BIC PP

,SS

CODE

,
IE IE

IE

 
 
 
 
 

C C

C

 



BIC

SS
α

(c) Input Deck

PP
α

NOD
α

(d)



NEA/NSC/R(2019)7  79 
 

EXISTING PRACTICES FOR MULTI-PHYSICS VALIDATION: REPORT ON SUB-TASK 3, TASK FORCE 2 
  

Basic on the above, the idea of IMTHUA is to incorporate the best features of the existing 

methodologies into a new, more comprehensive method. The objective is to create an 

uncertainty method that: 

 is general and applicable to a wide range of scenarios; 

 treats all the important sources of uncertainty: 

– input parameters; 

– models and sub-models; 

 considers an output adjustment based on integral performance information; 

 uses a white box approach; 

 is efficient with respect to cost and resources. 

The main characteristics of IMTHUA are summarised in the following paragraphs. 

Modified PIRT: In thermal-hydraulic calculations the number of phenomena that can 

contribute to the uncertainty is huge. Considering that it is not practical to explicitly 

consider all of these phenomena, a decision-making tool able to identify and rank the most 

important phenomena in certain scenario is necessary. This is the idea behind the PIRT. 

The problem of the traditional PIRT is that it only considers the effects of an input 

phenomenon on the magnitude of the output, without examining the credibility of the 

models and correlations related to the considered phenomenon. In order to avoid this 

limitation, a modified PIRT is used in IMTHUA. Phenomena are screened and ranked 

considering both their thermal-hydraulic and uncertainty importance. An analytical 

hierarchical process is used for thermal-hydraulic ranking while an expert judgement 

procedure is used to estimate the degree of credibility of the models and correlations used 

to represent the considered phenomena. 

Input phase: Treatment of input parameters 

The input data consists of model coefficients, boundary and initial conditions and it is 

necessary to evaluate the uncertainty of such data. Depending on the type of data and 

information available, the quantification of input parameter uncertainty can be done by the 

maximum entropy approach and by the expert judgement based on availability and type of 

data and information. A Bayesian methodology allows updating uncertainty distributions 

taking into account any new evidence. 

Input phase: White Box approach 

In addition to the input parameters, boundary and initial conditions, an important source of 

uncertainty that should be considered in the input phase is the uncertainty associated with 

the code models and sub-models. In this sense, a key objective of IMTHUA is the 

quantification of uncertainty due to model form. Firstly, the models, their alternative 

options and the structure of their engagement in the computation should be identified and 

documented. This is done by a method for measuring the contribution of model structural 

uncertainty to output uncertainty in addition to parameter uncertainties. Identified sources 

of uncertainties in code models and correlations are quantified by assigning probability 

distributions. 

Efficient uncertainty propagation: Input parameter, model and sub-model uncertainties 

have to be propagated through code computations. A modified Wilks’ tolerance limit 
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criteria sampling is used for the core of uncertainty propagation in IMTHUA, in order to 

reduce the number of Monte Carlo iterations for a given required accuracy. 

Output correction phase: The output correction phase is necessary to account for user 

effects, numerical approximations and, in general, sources of uncertainty not considered in 

the input phase. In order to correct the output distribution, a Bayesian statistical method is 

used. 

Firstly, an output database should be set up including all available test data on the FOM 

classified by applicability and degree of relevance. A Bayesian methodology can be 

implemented in the code for output automatic updating by comparing paired calculation 

and experimental data. 

A key point of this step is that the experimental data should be evaluated for their degree 

of relevance to the conditions of the evaluated scenario. The data can be considered as: 

 completely relevant: in this case the data is used directly for updating; 

 partially relevant: in this case a Bayesian weighting process is needed and results 

in the evaluation of a factor assigned to the data before the updating process. The 

value of this factor is between 0 (non-applicable) and 1 (applicable) and should be 

quantified by an expert group for each test facility, considering the similarities and 

differences between it and nuclear power plant and the transient scenario. 

This step, together with the treatment of input parameters and the white box approach, 

makes IMTHUA a hybrid input-output driven method. 

SEC NRS Methodology 

The Scientific and Engineering Centre (SEC) for Nuclear and Radiation Safety (NRS) in 

Russia has developed a regulatory approach for uncertainty analysis in the safety 

assessment of nuclear installations. Russian nuclear safety regulations require safety 

analysis to be supported with an evaluation of errors and uncertainties of the obtained 

results. SEC NRS is the technical and scientific support organisation of the Russian 

regulatory authority (Rostechnadzor). For nuclear power plants, this requirement is defined 

in [114]. Computer code calculation errors are to be assessed in a code verification and 

validation report, the requirements to which are given in [115]. However, [115] does not 

explain how exactly the code-calculated parameter errors should be evaluated; nor does it 

suggest how the error values obtained as a result of code validation should be used in a 

safety analysis of a nuclear facility (NF).  

Code calculation error implies code output deviation from the measurement data obtained 

in the course of code validation experiments. Considering that results of any measurements 

feature uncertainty, one of the code calculation error components is the uncertainty of 

experimental measurements. Meanwhile, [116] requires obligatory justification of the 

sufficiency of experimental data used to validate a code, in addition to evaluation of 

measurement uncertainty. This aspect is discussed in detail in [117].  

Another code calculation error component is uncertainties caused by the assumptions and 

simplifications adopted to build the code calculation model, including the uncertainties 

associated with model nodalisation (control volumes, finite elements, etc.), selection of 

numerical solution technique and integration step for the code’s set of equations, and the 

adverse effect of an unskilled code user. According to [116], analysis and minimisation of 

such uncertainties is a prerequisite to demonstrate code model correctness. In fact, the 

detailed discussion covers only the following error components of code output: uncertainty 
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of code calculation model parameters that have a statistical nature and uncertainty of 

experimental measurements. Code calculation uncertainty caused by the uncertainty of 

code calculation model parameters is defined as code output variation due to uncertainty of 

model parameters having a statistical nature (e.g. physical and chemical properties of 

materials, geometry, empirical equation coefficients underlying the code calculation 

model, etc.). This uncertainty is presented as an interval (range) with certain probabilistic 

characteristics. 

Key stages in the assessment of the influence of code model parameter uncertainty on code 

output are shown in Figure 4.12. For Stage 1 the PIRT methodology is utilised. 

To obtain a sound value for code calculation error, code validation should use only those 

experimental data whose measurement uncertainty has been evaluated. The estimation of 

code calculation error during code validation consists first of estimation of error of steady-

state calculations, and then followed by estimation of the error of transient calculations. 

During the code validation process, it is reasonable to use code output deviation from the 

measurement data as parameter calculation error, taking into account uncertainty of both 

code model parameters and the measurement data. These uncertainties are presented as 

intervals with specified probabilistic characteristics. Code calculations performed in the 

framework of a safety analysis of a nuclear facility may adopt only those error values that 

have been obtained in the experiments conducted at real nuclear facilities and integral 

experimental facilities, considering scaling factors. The number of such experiments is 

quite limited; therefore, in the safety analysis, the demanded conservatism of code output 

will be demonstrated with the help of one of the model parameter uncertainty evaluation 

methods. Of all numerous methods intended for evaluation of code model parameter 

uncertainty, the one that has found widest application in safety analysis of nuclear facilities 

is the approach based on the Wilks’ formula. In order for uncertainty analysis (UA) to be 

accepted by the Russian regulatory authority (Rostechnadzor) the following is needed: 

verified and validated computer codes, experimental data used for validation should be 

properly assessed (measurement uncertainties, scaling applicability), safety objectives and 

UA methods should be well-defined and expert judgement should be minimised or at least 

formalised. 
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Figure 4.11. Process for evaluation of code output error 

 

Source: SEC NRS, 2019. 

Figure 4.12. Key stages in assessment of model parameters uncertainty 

 

Source: SEC NRS, 2019. 
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IBRAE RAN Methodology 

In the IBRAE RAN, the methodology for uncertainty-based best-estimate computer codes 

validation has been developed and implemented in the VARIA code [118,119]. It employs 

an approach, similar to one used in GRS method. 

VARIA (from “variation”) is a cross-platform application for mass computing that is used 

for uncertainty and sensitivity assessment in conjunction with best-estimate codes for 

modelling various aspects of nuclear power plant accident scenarios. It performs variation 

of input data for BE codes with desired parameter values distributions, controls execution 

of code instances on wide range of systems – from personal computers to large clusters 

consisting of multiple nodes and makes statistical analysis of the results. Due to the 

modular structure, it can be used with a variety of BE codes – adaptation for a new code 

requires just creation of a simple parser for input decks of this code. Meanwhile, the already 

existing parsers are sufficient for the majority of codes. Additional modules can be attached 

for advanced statistical analysis, visualisation of the arrays of results, etc. 

Currently the VARIA functionality besides the basic statistical treatment of the results 

includes construction of uncertainty bands as well as calculation of sensitivity measures 

that include normalised multidimensional linear regression coefficients, Pearson, 

Spearman and Kendall correlation coefficients. These measures can be obtained for 

arbitrary time moments of the transients thus allowing observation of their temporal 

evolution. The results of the sensitivity study can be presented graphically both as bar 

charts and as scatter plots showing the dependence of the simulation results on given varied 

parameter with its linear approximation. 

The IBRAE RAN validation methodology aims to estimate the uncertainty of the system 

response resulting from the (lack of) accuracy of the parameters of the system of interest 

and of the models implemented in the code. The representation uncertainties are minimised 

by the space and time step convergence testing. The uncertainties resulting from model 

scaling and from the user qualification are not accounted for. The validation procedure is 

outlined in Figure 4.12. It includes following main steps. 

 The code input parameters that are supposed to influence the system response most 

are defined with their variation ranges and distributions. This is done by the experts; 

afterwards the sensitivity assessment will show their actual influence. 

 Time and space convergence is tested to minimise the representation uncertainties. 

 Multivariate simulations are performed. The number of code instances for 

uncertainty assessment is defined from Wilks formula [74] according to desired 

tolerance interval. Generally, it is 93, which corresponds to 0.95/0.95 probability 

for two-sided interval. For sensitivity study, the number on code instances N 

depends on the sensitivity measure taken. E.g. for multidimensional linear 

regression coefficients, it depends on the number of varied parameters n: N >> n2. 

Uncertainty range of the response(s) of interest is found along with the mean value 

and the sensitivity coefficients. 

 Uncertainty of the reference (experimental) data is estimated.  

 Comparison of the multivariate simulations results with reference data is 

performed. Various measures can be used depending on the nature of the data 

(single point, several points, temporal dependence). These measures can include 

the uncertainty of the reference data and of the multivariate simulations results. 
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The overall code uncertainty for the validated models is obtained by combination of the 

uncertainties obtained for simulation of particular experiments. 

This methodology is primarily aimed on the aleatory uncertainties. The question of 

applicability of such methods to the epistemic uncertainties is still open due to the 

subjectivity of its quantification, since it requires expert opinion [3,59]. However, the 

methodology authors argue that if sufficiently reliable estimates for epistemic uncertainties 

can be obtained, they can also be accounted for. 

Figure 4.13. Validation procedure according to IBRAE RAN methodology 

 

Source: IBRAE RAN, 2019. 

4.5 Traditional single physics uncertainty quantification (UQ) 

Concepts 

Phenomena Identification and Ranking Table (PIRT) 

The development and utilisation of PIRT is based on the following approaches: 

 use of sensitivity and uncertainty analyses; 

 use of expert opinion; 
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 use of non-dimensional parameters: benefits, cautions and consequences. 

Calibration 

The model form uncertainty is one of the most significant sources of uncertainties and the 

calibration step is used to improve models and to decrease model uncertainty. It is 

important to have a segregation of calibration data from validation data. 

Experimental data uncertainties  

The evaluation of experimental uncertainties and propagation of errors from “measured” 

data is a very important procedure. The evaluation of experimental uncertainty is performed 

in two ways: 

 direct (e.g. measured flow rate) versus indirect (imaging of bubble formation in 

turbulent flow) experimental observations; 

 propagation of error from “measured” data that is inferred from experimental 

observations from instruments (e.g. uncertainties in electronic signals from 

thermocouples or radiation detectors into “measured” quantities of interest). 

Transposition and extrapolation 

The transposition (interpolation within the validation domain) and extrapolation beyond 

validation domain using uncertainty analysis require: 

 estimating the uncertainty in model input data for the application of interest; 

 estimating model form uncertainty at the application of interest; 

 identifying and distinguishing aleatory and epistemic uncertainties. 

Propagation of uncertainties in single physics calculations 

Various international benchmarks on BEPU applications to safety analysis have been 

organised and conducted. In this section the main outcomes from two NEA projects are 

summarised. 

The BEMUSE benchmark 

The BEMUSE (Best-Estimate Methods – Uncertainty and Sensitivity Evaluation) 

Programme – promoted by the Working Group on Accident Management and Analysis 

(WGAMA) and endorsed by the NEA Committee on the Safety of Nuclear Installations 

(CSNI) – represented an important step towards reliable application of high-quality best-

estimate and uncertainty and sensitivity evaluation methods [120-123]. 

The programme was divided into two main steps (each one consisting of three phases) 

devoted to the uncertainty and sensitivity analysis related to an LBLOCA in the LOFT 

facility (L2-5 test) and in the ZION Nuclear Power Plant respectively. The programme 

started in January 2004 and ended in 2010.  

The operational objectives included an assessment of the applicability of best-estimate and 

uncertainty and sensitivity methods to integral tests and their use in reactor applications. 

Both classes of uncertainty methods, were considered and investigated. Before 

summarising the lessons learnt, it might be useful to compare some of the final results of 

the BEMUSE Project Phase III with a previous (actually the first) international benchmark 
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on the uncertainty methods, the NEA Uncertainty Method Study (UMS, [124]), which 

focused on a small break LOCA experiment (LSTF SB-CL-18 5%) in the Japanese Large 

Scale Test Facility (LSTF). Figure 4.14 provides an idea about the magnitude of the 

discrepancy among the results predicted by different participants to the NEA UMS and 

BEMUSE ([124] and [122]) benchmark respectively, adopting very similar uncertainty 

methods (mostly of them applied methods based on propagation of input uncertainty 

parameters) and in some cases using also the same thermal-hydraulic code. It can be noted 

that the spread among the size of the uncertainty bands (for cladding temperatures in  
Figure 4.14) predicted by the UMS participants in 1995 was not reduced by the participants 

to the BEMUSE benchmark which was held more than 10 years later. The reasons that 

explain the differences between the results of users of the same code and (almost) same 

uncertainty method are several and coincide with some of the main outcomes from 

BEMUSE project [123]: 

 differences between applications of statistical methods may mainly be due to 

procedures adopted: 

– to select the input parameters; 

– to properly estimate input parameter uncertainties; 

– to properly estimate the probability distribution functions. 

 Some participants using statistical methods specified few important parameters or 

too narrow uncertainty ranges for important input uncertainties based on expert 

judgement and not on sufficient code validation experience. Therefore, skill, 

experience and knowledge of the users about the applied suitable computer code as 

well as the used uncertainty method are important for the quality of the results. 

 An increased number of calculations for the statistical methods may be advisable 

because it decreases the dispersion of the tolerance limits. 

 Differences between the methods based upon propagation of input uncertainties 

and methods based upon propagation of output errors may come from different 

experimental data bases used for the analysis. 

Figure 4.14. Spread of uncertainty bands for cladding temperatures  
predicted by UMS and BEMUSE participants  
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The PREMIUM Benchmark 

In system thermal-hydraulics only few code input parameter uncertainties are obtained 

from experimental observations (mainly from separate effect test facilities), whereas for 

the major part of them engineering judgement is adopted for deriving (“firstˮ) guess values 

of ranges and PDF. This fact constitutes the source of a new user influence on the BEPU 

results (in addition to the code-user-effect) that can be named “uncertainty-method-user 

effect” and which has been found to be one of the lessons learnt from the BEMUSE project 

(see Section above and [115]). In this context, a new NEA benchmark called PREMIUM 

(Post-BEMUSE Re-flood Model Input Uncertainty Methods [125]) was launched in 2011 

and completed in 2015. 

Its main goal was the development, study, comparison and application of methods for 

quantification of the uncertainty of the physical models contained in thermal-hydraulic 

system codes used in nuclear safety. The application of these methods had the final goal to 

reduce the dependency on expert judgement in the input uncertainty quantification. 

The benchmark application was focused on the physical models involved in the prediction 

of the core reflood, which is a fundamental stage in the LOCA scenario. 

The PREMIUM benchmark has been a valuable exercise on methods for uncertainty 

quantification of physical computational models and their application to the models 

involved in the reflooding prediction. Different quantification methods and thermal-

hydraulic codes have been used in the benchmark. Results have been found to be very 

dependent on the quantification method, rather than on the code. Furthermore, the results 

of the quantification process have shown a strong dependence on topics such as: 

 the selected responses used in the quantification; 

 the selected parameters to be quantified; 

 the selected experimental database for the quantification; 

 the code modelling and the numerical implementation; 

 the quantified models, which, in general depend on the thermal-hydraulic code 

being used. 

It was concluded that the quantification methods used in PREMIUM showed a strong user 

effect and the results of the quantified uncertainties had a large variability and discrepancy 

among the participants. 

As a final outcome, the benchmark has revealed the necessity of further work on the 

quantification methods and on the development of “best practice” guidelines for the 

evaluation of model input uncertainty parameters. This is actually the goal of a new 

launched NEA project named SAPIUM (Systematic APproach for Input Uncertainty 

quantification Methodology), which started in 2017. 

4.6 Traditional multi-physics uncertainty quantification (UQ) 

Propagation of uncertainties in multi-physics calculations 

The LWR Uncertainty Analysis in Modelling (UAM) benchmark 

In recent years there has been an increasing demand from nuclear research, industry, safety 

and regulation for best-estimate predictions to be provided with their confidence bounds. 
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In addition to LWR best-estimate calculations for design and safety analysis, the different 

aspects of Uncertainty Analysis in Modelling (UAM) are to be further developed and 

validated on scientific grounds in support of its performance. There is a need for efficient 

and powerful analysis methods suitable for such complex coupled multi-physics and multi-

scale simulations. The benchmark sequence addresses this need by integrating the expertise 

in reactor physics, thermal-hydraulics and reactor system modelling as well as uncertainty 

and sensitivity analysis and contributes to the development and assessment of 

advanced/optimised uncertainty methods for use in best-estimate reactor simulations. 

In the comprehensive international LWR UAM benchmark activity different uncertainty 

analysis (UA) methods for coupled codes are being compared and their value assessed 

including the validation of the methodologies for uncertainty propagation. For the first time 

the uncertainty propagation is estimated through the whole simulation process on a unified 

benchmark framework to provide credible coupled code predictions with defensible 

uncertainty estimations of safety margins at the full core/system level. The benchmark 

allows not only comparing and assessing the current UA methods on representative 

applications but also stimulating the further development of efficient and powerful UA 

methods suitable for complex coupled code simulations and helps to formulate 

recommendations and guidelines on how to utilise advanced and optimised sensitivity 

analysis and UA methods in “best-estimate” coupled reactor simulations in licensing 

practices. 

The approach described above is based on the introduction of nine steps (Exercises), which 

allows for development of a benchmark framework which mixes information from the 

available integral facility and nuclear power plant experimental data with analytical and 

numerical benchmarking. Such an approach compares and assesses current and new 

uncertainty methods on representative applications and simultaneously benefits from 

different methodologies to arrive at recommendations and guidelines. These nine steps 

(Exercises) are carried out in three phases as follows: 

Phase I (Neutronics Phase):  

 Exercise 1 (I-1): “Cell Physics” focused on the derivation of the multi-group 

microscopic cross-section libraries;  

 Exercise 2 (I-2): “Lattice Physics” focused on the derivation of the few-group 

macroscopic cross-section libraries;  

 Exercise 3 (I-3): “Core Physics” focused on the core steady-state stand-alone 

neutronics calculations.  

Phase II (Core Phase): 

 Exercise II-1: Fuel thermal properties relevant for transient performance; 

 Exercise II-2: Neutron kinetics stand-alone performance (kinetics data, space-time 

dependence treatment, etc.); 

 Exercise II-3: Thermal-hydraulic fuel bundle performance.  

Phase III (System Phase): 

 Exercise III-1: Coupled neutronics/thermal-hydraulics core performance (coupled 

steady state, coupled depletion and coupled core transient with boundary 

conditions); 
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 Exercise III-2: Thermal-hydraulics system performance; 

 Exercise III-3: Coupled neutronics kinetics thermal-hydraulic core/thermal-

hydraulic system performance. 

Separate specifications are prepared for each phase in order to allow participation in the 

full phase or only in a subset of the exercises [45]. Boundary conditions and necessary input 

information are provided by the benchmark team. The intention is to follow the calculation 

scheme for coupled calculations for LWR design and safety analysis established in the 

nuclear power generation industry and regulation. 

One of the observations from analysis of the submitted results for Phase 1 [126] is the 

impact of spectral changes to the magnitude of nuclear data propagated uncertainties in 

neutronics integral parameters and local distributions. There are two major contributors to 

spectral changes – material compositions and temperatures. The latest impact is shown in 

Figure 4.15 for different LWR numerical test cases and the Kritz experimental test cases, 

where cold means hot zero power and hot means hot full power state with corresponding 

moderator/coolant and fuel temperatures. 

Figure 4.15. Temperature effect on propagation of nuclear data  
uncertainties to multiplication factor uncertainty  

 

Source: Bratton et al, 2014. 

The expected impact and benefits of the LWR UAM benchmark activity for LWR safety 

and licensing are summarised in [45]. This benchmark project is challenging and responds 

to needs for estimation of confidence bounds for results from simulations and analysis in 

real applications. Among the expected results of this project are: 

 systematic identification of uncertainty sources; 

 systematic consideration of uncertainty and sensitivity methods in all steps; this 

approach will generate a new level of accuracy and will improve transparency of 

complex dependencies; 

 all results will be represented by reference results and variances and suitable 

tolerance limits; 

 the dominant parameters will be identified for all physical processes; 

 support of the quantification of safety margins; 
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 the experiences of validation will be explicitly and quantitatively documented; 

 recommendations and guidelines for the application of the new methodologies will 

be established. 

The LWR UAM activity will establish an internationally accepted benchmark framework 

to compare, assess and further develop different uncertainty analysis methods associated 

with the design, operation and safety of LWRs. As a result, the LWR UAM benchmark 

will help to address current nuclear power generation industry and regulation needs and 

issues related to practical implementation of risk-informed regulation. The realistic 

evaluation of consequences must be made with best-estimate coupled codes, but to be 

meaningful, such results should be supplemented by an uncertainty analysis. The use of 

coupled codes allows avoidance of unnecessary penalties due to incoherent approximations 

in the traditional decoupled calculations and to obtain more accurate evaluation of margins 

regarding licensing limit. This becomes important for licensing power upgrades, improved 

fuel assembly and control rod designs, higher burn-up and others issues related to operating 

LWRs as well as to the new Generation III + designs being licensed now (ESBWR, AP-

1000, EPR-1600 and etc.). As such, establishment of this internationally accepted LWR 

UAM benchmark framework offers the possibility to accelerate the licensing process when 

using best-estimate methods and contributes to establishing a unified framework to 

estimate safety margins, which would provide more realistic, complete and logical 

measures of reactor safety. 
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5.  Summary of validation and uncertainty quantification state of practice 

5.1 Summary of practices for validation and uncertainty quantification for single 

physics codes 

System analysis codes 

A key feature of the activities performed in nuclear reactor safety technology is the 

necessity to demonstrate the qualification level of each tool adopted within an assigned 

process and of each step of the concerned process [127-129]. Therefore, the qualification 

of best-estimate codes, models, “best modelling practices” and uncertainty methods must 

be considered of great importance in order to ensure the validity of performed BEPU 

system analysis. A consistent code assessment supported by a qualified experimental 

database is an important step for developing a solid basis for the uncertainty evaluation in 

the frame of a Best Estimate Plus Uncertainty (BEPU) approach. An example is The 

International Experimental Thermal HYdraulics Systems database, TIETHYS (www.oecd-

nea.org/tiethysweb/). 

The experiments available through the Nuclear Energy Agency (NEA) Committee on the 

Safety of Nuclear Installations (CSNI) Integral Test Facility (ITF) [123] and Separate 

Effect Test Facility (SETF) [124,125] matrix constitute a large experimental database for 

the nuclear thermal-hydraulic community. These databases collect over thirty years of 

experiments: separate effects test for individual phenomena, integral tests for large break 

loss-of-coolant accidents (LBLOCAs), small break LOCA, transients, beyond design basis 

accidents and accident management in pressurised water reactors (PWRs), boiling water 

reactors (BWRs) and water-water energetic reactor (VVER) types of reactor. The enormous 

amount of information has been used for the code assessment in the framework of 

verification and validation (V&V) activities. The availability of the experimental database 

constitutes also the prerequisite for the creation of a qualified accuracy database of system 

thermal-hydraulic responses to be used for the uncertainty evaluation in the methods based 

on “extrapolation of code output accuracies” but can contribute also to the V&V process 

of methods based on “propagation of input uncertainties”.  

An example of practice of validation and uncertainty quantification (VUQ) for System 

Analysis codes is the Standardised and Consolidated Calculated and Reference 

Experimental Database (SCCRED) [130] methodology which has been developed to 

generate a series of documents and tools to set up a qualified experimental and calculated 

database for V&V purposes of BEPU applications, i.e. best-estimate computational codes 

and associated uncertainty methodologies. Figure 5.1 depicts the SCCRED diagram: the 

information contained in the experimental reports together with the code input 

nodalisations are the elements to be elaborated in a systematic way by a qualified database 

made up of the following documents: 

 the reference data set for the selected test of the facility; 

 the qualification report; 

 the engineering handbook. 
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The methodology has been developed in such a way as to allow for the collection, 

organisation, use and preservation of an exhaustive set of geometrical data, experimental 

results and qualified code calculation responses, ensuring finally (see Figure 5.1): 

a.  an exhaustive consolidated information set; 

b.  the traceability of the information, including the decisions taken during the 

activity; 

c. the standardisation of the format by which the information is collected; 

d. the application of a systematic approach for qualifying code calculations and 

associated nodalisation techniques; 

e. the availability of a database of experimental and associated qualified calculated 

results (TIETHYS); 

f. the availability of a database of accuracy (deriving from the differences between 

experiment and calculation results) to be used for: 

– V&V of the codes and associated nodalisation techniques; and 

– V&V of the uncertainty methods either based on the quantification of input 

uncertainty parameters or output responses. 

More details about each step of the SCCRED methodology are provided in [130] and 

hereafter the focus is on the validation process of code calculations (see item d above). 

The qualification process of a thermal-hydraulic system code calculation aims to 

demonstrate that the code results (obtained by the application of the code with the 

developed nodalisation) are a realistic approximation of the reference plant behaviour (a 

full-size nuclear power plant or a facility).  

A major issue in the use of a mathematical model is the model’s capability to reproduce 

the plant or facility behaviour under steady-state and transient conditions. These aspects 

are the two main verifications that must be passed in the qualification process. The first of 

them is related to the realisation of a nodalisation-schematisation of the reference plant or 

facility; the second one is related to the capability to reproduce and analyse the transient 

behaviour to derive the necessary information. 

Figure 5.1. SCCRED flow chart 

 

Source: Petruzzi and D’Auria, 2016   
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The qualification of the nodalisation is a mandatory process to take into account the effect 

of many different sources of approximations: 

 the data of the reference plant or facility available to the code user are typically 

non-exhaustive to reproduce a perfect nodalisation-schematisation of the reference 

plant; 

 the code-user derives, from the available data, an approximated nodalisation-

schematisation of the plant or facility reducing the level of detail of the simulated 

hardware; 

 the code capability to reproduce the hardware, the plant systems and the actuation 

logic of the systems further reduce the level of detail of the nodalisation-

schematisation. 

The needs for qualifying the code capability and the nodalisation features to perform the 

transient analysis derive from the following statements: 

 the code options must be adequate; 

 the nodalisation-schematisation solutions must be adequate; 

 the simulation of some systems can be tested only under transient conditions 

(e.g. emergency core cooling system [ECCS]) that are not involved in the normal 

plant operation, i.e. during steady-state code condition; 

 the capability of the “code-nodalisation” of the system to reproduce relevant TH 

phenomena expected in the transient must be tested. 

The qualification procedure has been developed including the necessary checks for the 

different aspects mentioned above and the criteria adopted to produce a judgement about 

the acceptability of the code analysis results. 

The goal of the qualification procedure is to develop and obtain a qualified nodalisation 

considering the comparison with the hardware data, BIC and the time trends of relevant 

quantities. The procedure distinguishes between three main processes:  

 the “geometrical fidelity”; 

 the “steady state”; 

 the “transient” level of qualification. 

A scheme of the procedure can be seen in Figure 5.2 where the processes are represented 

by the steps “f” and “j” which constitute the checking points of the procedure. If the 

checking points are not fulfilled (paths “g” and “k”) the nodalisation must be improved 

(step “c”). It must be pointed out that many cycles “c-d-e-f-g” could be necessary to gain 

the access to the step “h”. Similarly every time the path ”k” is activated the process goes 

again from “c” to “f” and then from “h” up to “j” (the path “c-d-e-f-h-i-j-k-c” could be 

actuated more than one time). The last step “l” is reached at the end of the procedure and 

this implies the qualification of the developed nodalisation. The above qualification process 

has been applied in several international benchmarks, including the NEA Best-estimate 

methods – Uncertainty and sensitivity evaluation (BEMUSE) [131].  
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Figure 5.2. Flow chart of the qualification procedure 

  

Source: Petruzzi and D’Auria, 2016 

Once the qualification procedure has been successfully passed, the quantification of the 

accuracy can be performed for the selected responses and phenomena and a database of 

accuracy values is then derived. The availability of such a qualified database constitutes 

the final outcome of the SCCRED steps and can be used: 

 for the V&V demonstration of the codes and associated nodalisation techniques; 

 for the derivation of the uncertainty values of the responses of interest following 

the methods based on propagation of accuracies; 

 as a basis for deriving statements about the PDF and the ranges of variation of the 

input uncertainty parameters for the methods based on propagation of input 

uncertainties; 

 for the derivation of a database of (posterior) improved and reduced estimations of 

the input parameters and related covariance matrices following the methods based 

on the predictive modelling approach. 

Neutronics (reactor physics) codes  

A summary of practices for VUQ for neutronics codes is given by the example of the work 

performed at Idaho National Laboratory (INL), which is focused on Transient Reactor Test 

Facility (TREAT) analysis and is summarised below:  

 INL has employed the traditional Monte Carlo method to TREAT models [132] to 

compute the 95th percentile with a confidence level of 95%, sensitivities, output 

correlations and high-order statistical moments based on Wilks’ formula. 

Regarding this method, both the nuclear data (e.g. multi-group cross-sections) and 

the system parameters (e.g. boron concentration, initial fuel temperature) can be 

perturbed based on given probability distributions. The TREAT models are then 

executed at each perturbed state and the output variations are recorded.  
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 INL has also employed some advanced methods to efficiently perform the SA/UQ 

for TREAT transient calculations, i.e. the stochastic colocations combined with 

generalised polynomial chaos (gPC) expansions and the high dimensional model 

reduction method combined with sparse grid and gPC expansions. The responses 

are represented via gPC expansions, while the gPC coefficients are determined via 

the Smolyak-like sparse grid quadrature. These methods will converge very fast 

with few model evaluations for a moderate number of input parameters (i.e. < 15). 

These methods are already applied to TREAT transient test #15 [132].  

 INL has also developed an active subspace method to handle hundreds of input 

parameters. The input parameter space is reduced via principal component analysis 

and input-output correlation analysis. Once the input space is reduced, the methods 

mentioned above can be used to perform the UQ in the reduced space. This method 

has been applied for IAEA-2D PWR benchmark problem [133]. 

 INL has also developed an adjoint method inside the Rattlesnake transport code 

enabling use of generalised perturbation theory to perform SA/UQ. This method is 

very efficient if the number of inputs is very large and the number of responses is 

relatively small. For each given response, one needs to calculate the generalised 

adjoint solution that can be used to compute the response sensitivities with respect 

to all input parameters. Once the sensitivities are known, the uncertainties of inputs 

can be easily propagated via the “sandwich” equations. This method has already 

been applied to models of TREAT [134]. Similar capabilities are available in the 

NEWT code within the SCALE system. 

Fuel performance codes 

Over the past several years, an effort has been made for the evaluation of uncertainties 

associated with modelling and prediction of fuel behaviour using the best-estimate plus 

uncertainty approach [18-20]. There are several sources of uncertainty in fuel performance 

analysis. The rod’s manufacturing parameters, system boundary conditions and 

experimentally determined material properties are never accurate but introduce various 

amounts of uncertainty into the system. These uncertainties will be propagated to model 

outputs such as the fuel centreline temperature, internal pressure and gap conductance. The 

primary parameter of interest is the fuel temperature, because most of the physical 

phenomena occurring in nuclear fuel during its irradiation in reactor are driven by 

temperature. In the simulation process, the response of the models describing these 

phenomena is mainly conditioned by the confidence in the calculated temperature of the 

fuel. 

In best-estimate analysis quantifying both the magnitude and the source of the output 

uncertainties is necessary. The latter is known as the sensitivity analysis, where most 

studies are focused on the first-order effect of the input parameters on the output. A 

common approach is to evaluate, for example, the Spearman correlation coefficients or the 

first order Sobol’ indices from the model output [18], although some studies have shown 

that the higher-order interactions between the input variables should not be completely 

neglected.  

In the NEA Benchmark for Uncertainty Analysis in Best-Estimate Modelling (UAM) for 

LWRs Exercise II-1 [135] was developed to identify and propagate input uncertainties 

through fuel performance codes for PWR, BWR and VVER fuel designs. The example of 

the boundary condition uncertainties in terms of upper and lower bounds, as well as the 

type of distribution are provided in Table 5.1.  
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Tables 5.2 and 5.3 show the uncertainty of the boundary condition and the material 

properties, respectively that are currently used in the benchmark.  

Table 5.1. Exercise II-1 core boundary condition variations 

Parameter BWR PWR VVER Distribution 

System pressure (%) ± 1.0 ± 1.0 ± 2.0 Normal 

Coolant flow rate (%) ± 5.0 ± 5.0 ± 5.0 Normal 

System power (%) ± 5.0 ± 5.0 ± 5.0 Normal 

Inlet fluid temperature (K) ± 3.0 ± 3.0 ± 3.0 Uniform 

Source: Hou et al., 2016 

Table 5.2. Core boundary condition standard deviations 

Parameter 
Standard Deviations 

BWR PWR VVER 

System pressure 0.00333 0.00333 0.00667 

Coolant flow rate 0.01667 0.01667 0.01667 

System power 0.01667 0.01667 0.01667 

Source: Hou et al., 2016 

Table 5.3. Material properties recommended uncertainties  

Parameter BWR PWR VVER 

Fuel thermal conductivity ± 0.5 W/m-K ± 0.5 W/m-K ± 0.5 W/m-K 

Fuel thermal expansion ± 15% ± 15% ± 15% 

Cladding thermal conductivity ± 5 W/m-K ± 5 W/m-K ± 5 W/m-K 

Cladding thermal expansion ± 30% ± 30% ± 30% 

Source: Ikonen and Tulkki, 2014; Hou et al., 2016. 

A list of output parameters calculated by fuel performance codes have been identified in 

the benchmark, as they are important to propagation to other types of codes. For example, 

the gap conductance is often specified in the input for the simplified fuel rod models in 

thermal-hydraulics codes, therefore it is vital to understand how it varies according to the 

prediction of fuel performance analyses. The uncertainty parameters to be propagated from 

the numerical cases are: 

 gap conductance (W/m2/K); 

 fuel thermal conductivity (W/m/K); 

 radial rod dimensions (rod outer diameter, rod elongation); 

 gap width (µm); 

 for transient cases, the heat transfer coefficient between cladding and coolant is also 

a requested propagated output (W/m2/K). 
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As an example of uncertainty propagation in fuel performance calculations, a comparison 

between  participants’ results for the PWR depletion test case of Exercise II-1 for the LWR 

UAM benchmark [141] is shown in Figure 5.3: 

Figure 5.3. PWR depletion test case 

 

Source: Avramova and Ivanov, 2017. 

Core thermal-hydraulics codes 

The validation activities for core thermal-hydraulics codes are usually combined with a 

statistical uncertainty analysis framework. The input parameters include boundary 

conditions, geometry and modelling uncertainties, which are selected using a sensitivity 

study and then defined based on expert judgement. As an example, the methodology 

developed for the core thermal-hydraulic simulator CTF coupled via scripts with the 

statistical analysis tool, Design Analysis Kit for Optimisation and Tera-scale Applications 

(DAKOTA) is discussed in [136]. A forward uncertainty quantification method with Latin 

Hypercube sampling is used, where the sample size is based on available computational 

resources. The means and standard deviations of thermal-hydraulic quantities of interest 

are reported, as well as the Spearman rank correlation coefficients between the inputs and 

outputs. This allows the same interface to be used for many different statistical studies and 

enables automatic parallelisation of analyses. External Python scripts are used to prepare 

the CTF input deck with input parameters determined by DAKOTA and to extract 

quantities of interest from the CTF output. This CTF-DAKOTA interface is also used for 

the sensitivity studies [137]. The means and standard deviations are accompanied by their 

respective standard errors and the correlation coefficients are tested for statistical 

significance. The new element in this methodology is that given a specified amount of 

computational resources, it can be used to quantify statistical significance using 

fundamental statistical analyses. This is in contrast with the prevailing methods in nuclear 

engineering, which provide a sample size necessary to achieve a specified level of statistical 

certainty [139]. 

As mentioned above the LWR UAM benchmark is an ongoing project that is creating 

standard nuclear engineering problems for the application of uncertainty  
methods [135]. Although the goal of the UAM benchmark is to address uncertainties in 
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multi-physics and multi-scale simulations, its two first phases are composed of single 

physics problems. Phase II, Exercise 3 of the UAM benchmark provides 12 test cases for 

uncertainty quantification of core thermal-hydraulic codes for nuclear engineering 

applications. These cases are numerical and experimental cases for steady and transient 

applications based on representative PWR, BWR and VVER designs.  

An extensive set of preliminary sensitivity studies were used to eliminate possible input 

parameters that have minimal influence on the quantities of interest. First, each potential 

input was varied over a small perturbation about its nominal value; the maximum change 

in each quantity of interest is a measure of sensitivity. These so-called “parameter studiesˮ 

quantified the univariate effect of each input uncertainty on the outputs and gave one 

indication of whether an input should be included in future analyses. The second sensitivity 

study method used was Morris Screening, which is a valuable tool to provide information 

about input interactions with relatively little computational expense [138]. Essentially, 

Morris Screening creates a randomised set of finite differences throughout the parameter 

space. These finite differences, called “elementary effectsˮ, were used to quantify both the 

univariate and multivariate effects between the inputs and outputs. 

Both parameter studies and Morris Screening were completed for all four LWR UAM test 

cases for a large set of potential input parameters. The results are prohibitively large and 

are therefore excluded from this report; an overview can be found in [136]. Thresholds 

were set for the parameter study and Morris Screening results and those input parameters 

that did not exceed the threshold for at least one quantity of interest were excluded from 

the study. Based on the sensitivity studies, 21 input uncertainties were selected. Each input 

uncertainty is either normal or uniform. Both normal and uniform distributions are 

characterised by their bounds. Uniform distribution bounds correspond to their minimum 

and maximum value. The normal distributions are bounded to avoid unphysical input 

parameter ranges; the bounds correspond to a perturbation of three standard deviations.  

The validation metric is important for experimental test cases where computational results 

are compared to experimental data. Two validation metrics are chosen, the first is a simple 

difference between the mean code result and the reported experimental value. This metric 

maintains the units of the original measurement and is therefore very intuitive, but it cannot 

give any indication of similarity between two distributions. To compare code results with 

uncertainty to experimental results with measurement error, it is necessary to use a 

validation metric which can compare two distributions. A large variety of such metrics are 

available and one of these metrics is the Kolmogorov/Smirnov (KS) Test. The KS test 

measures the maximum vertical distance between the two cumulative density functions 

(CDFs) through dKS. The two CDFs represent the code and experimental distributions 

when the KS test is used for validation.  

Results are presented for the BFBT-based experimental steady-state test case (see  
Figure 5.4) from Exercise II-3 of the LWR UAM benchmark. The calculated results as 

requested by the benchmark include: (1) three global quantities of interest (maximum void 

fraction, maximum cladding surface temperature and pressure drop), (2) axial distributions 

of temperature and void fraction and (3) an exit void fraction distribution. The axial 

distribution of void fraction in channel 25, the cladding surface temperature distribution of 

rod 22 and the exit distribution of void fraction are shown in Figure 5.6. The dips in the 

exit void distribution for this case are due to the influence of the unheated water rod at the 

centre of the assembly. The exit void fractions given in Figure 5.6(c) are compared to the 

BFBT experimental results. The difference between the experiment and the mean code 

results are shown in Figure 5.5(a), where darker colour channels indicate that the CTF 



NEA/NSC/R(2019)7  99 
 

EXISTING PRACTICES FOR MULTI-PHYSICS VALIDATION: REPORT ON SUB-TASK 3, TASK FORCE 2 
  

prediction is further from the experiment. The BFBT measurements are assumed to have a 

normal distribution with a mean of the experimental measurement and two standard 

deviations equal to 3% void. This value is the measurement error of the X-ray CT scanner 

used in the BFBT Facility. The code distribution is compared to the experimental 

distribution using the KS test and the results are shown in Figure 5.5(b). Lighter colours 

indicate that the two distributions are closer together. Figure 5.6 presents quantified 

validation results for the BFBT case. To draw further conclusions, this same data is 

presented in Figure 5.7 with a distinction made between four different types of subchannel. 

Corner subchannels are channels that contact the assembly wall on two sides, side 

subchannels contact the wall on one side, and unheated channels are those that are in direct 

contact with the centre water rod on one side. The rest of the channels are considered centre 

subchannels. A colour-coded map is included in the figure. The absolute difference 

between the prediction and measurement (x-axis in Figure 5.7) only indicates how close 

the means of the two distributions are, whereas the KS metric (y-axis) gives an indication 

of closeness for both the mean and the data spread. The code and experimental standard 

deviations are of the same magnitude and vary only slightly, therefore the two metrics are 

closely related. Figure 5.7 indicates that the unheated rods are less accurately modelled in 

CTF compared to the other subchannels. This is likely because the CTF model used does 

not explicitly account for the centre water region, so any thermal inertia of the water rod is 

completely neglected. 

Figure 5.4. Exercise II-3 – BFBT experimental test case 

 

Source: NCSU, 2019. 
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Figure 5.5. Quantified validation of exit void fraction distribution for the BFBT tests case 

 

Source: NCSU, 2019. 

Figure 5.6. Results for the BFBT test case 

 

Source: NCSU, 2019.  
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Figure 5.7. Relationship between the absolute difference (between experimental value  
and code results) and dKS for different subchannel types 

 

Source: NCSU, 2019. 

5.2 Summary of practices for validation and uncertainty quantification for multi-

physics codes 

The qualification procedure of traditional coupled multi-physics code systems is based on 

the qualification framework (V&V) of separate single physics models/codes and includes 

in addition V&V of the coupling methodologies of the different physics models. The 

extended V&V procedure involves testing the functionality, the data exchange between 

different physics models and their coupling, which is designed to model combined effects 

determined by the interaction of models. The extended validation procedure compares the 

predictions from coupled multi-physics code systems to available measured data and 

reference results. It is important to emphasise that such validation should be based on a 

multi-level approach like the one utilised in validating coupled neutronics/thermal-

hydraulics codes in international standard problems. Appropriate benchmarks have been 

developed in international co-operation led by the NEA that permits testing the 

neutronics/thermal-hydraulics coupling and verifying the capability of the coupled 

(traditional multi-physics) codes to analyse complex transients with coupled core/plant 

interactions. These benchmarks provide a validation basis for the current generation of 

coupled best-estimate codes. 

The current tendencies in coupled code developments are towards systematic integration 

of uncertainty and sensitivity analysis with simulations for safety analysis. Sensitivity and 

uncertainty analysis capabilities must be further developed for comprehensive coupled 

code simulations with non-linear feedback mechanisms as well as tested for uncertainty 

propagation through multi-physics multi-scale calculations on comprehensive benchmark 

frameworks, such as the LWR UAM benchmark described previously in this report [141]. 

Phase III of the LWR UAM benchmark is focused on propagation of multiple uncertainties 

in coupled multi-physics steady-state, cycle depletion and transient calculations. The 
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interactions between Phase III and Phase II (which is focused on uncertainty propagation 

in single physics models which are components of the coupled multi-physics calculations) 

are shown in Figure 5.8. 

One of the LWR core test problems in Exercises III-1 of the LWR UAM benchmark is 

based on the Three Mile Island Unit 1 (TMI-1) PWR. An uncertainty propagation 

mechanism has been developed using a stochastic sampling method by considering the 

uncertainties from neutronics, fuel modelling and thermal-hydraulics modelling in the 

coupled multi-physics simulations. The LWR UAM Phase III benchmark specification has 

been modelled using the coupled neutronics/thermal-hydraulics code system 

TRACE/PARCS, which consists of a 3D neutronics model and a 3D thermal-hydraulics 

core model (with integrated simplified fuel rod model). The input uncertainties of the 

neutronics simulation include the few-group cross-sections and kinetics parameters, 

generated using the Sampler/Polaris sequence of SCALE 6.2.1. The parametrised cross-

section and other nodal parameters uncertainty libraries have been generated following the 

methodologies developed in Exercise II-2 (see Figure 5.9). The most important heat 

transfer related variables were considered as sources of input uncertainty in the simplified 

fuel rod modelling, including the thermal conductivity of fuel and cladding and the gap 

conductance. The calculations performed within the framework of Exercise II-1 with the 

higher-fidelity fuel performance code FRAPCON as well as utilising the available 

experimental data helped developed parametrised values and associated uncertainty bounds 

for these three parameters to be used in the coupled multi-physics calculations in Exercise 

III-1. For thermal-hydraulic parameters a mini-PIRT for the envisioned initial steady-state 

and transient application has been performed to identify which parameters plus 

uncertainties are to be propagated. For such propagation the experience accumulated in the 

Exercise II-3 PWR test problems was utilised. The envisioned transient applications are the 

TMI-1 PWR Rod Ejection Accident (REA) scenarios. DAKOTA was used to sample the 

resulting single physics input parameters to the coupled multi-physics code system and to 

perform the uncertainty analysis. Two types of simulations have been conducted: steady-

state HZP and hot full power (HFP) core conditions at BOC and EOC and transient core 

behaviour initiated by the spatially asymmetric REA scenarios. Quantities of Interest (QoI) 

for the steady-state calculation, which includes core multiplication factor and power 

peaking factors, were calculated with associated uncertainties and analysed by normality 

test. For transient calculations, best-estimate results of the time evolution of core reactivity, 

core power and peak fuel and cladding temperature were generated with 95%/95% 

tolerance limits.  

Figure 5.10 illustrates values and statistical error (as a result of using a statistical sampling 

method with 150 samples in this study) in predicting multiplication factors for different 

initial steady states while Figure 5.11 through Figure 5.13 show the predicted axial and 

power distributions with propagated uncertainties. Note that larger uncertainties were 

observed at BOC than EOC and the propagated uncertainties of HZP states are more 

pronounced than those of the HFP states. 
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Figure 5.8. Interactions of Phase II and Phase III of the LWR UAM benchmark 

Source: NCSU, 2019. 

Figure 5.9. Process of generation of parametrised cross-section libraries plus uncertainties 

 

Source: NCSU, 2019. 
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Figure 5.10. Statistical errors of 150 samples mean keff compare to the unperturbed (nominal) keff 

 

Source: NCSU, 2019. 

Figure 5.11. Axial power distributions plus uncertainties at different states  

 
 

Source: NCSU, 2019. 
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Figure 5.12. Radial power distributions plus uncertainties for HFP states 

 

HFP BOC state           HFP EOC state 

Source: NCSU, 2019. 

 

Figure 5.13. Radial power distributions plus uncertainties for HZP states 

 

HZP BOC state           HZP EOC state 

Source: NCSU, 2019. 

5.3 Use of Best Estimate Plus Uncertainty (BEPU) by regulation in licensing 

calculations   

Realistic methods currently in use in industry and regulation are referred to as “best-

estimate” calculations, implying that they use a set of data, correlations and methods 

designed to represent the phenomena, using the best available techniques. The risk-

informed regulations also require that the uncertainty in these calculations be evaluated. 

These calculations are based on traditional multi-physics tools and are usually named as 

best-estimate plus uncertainty.  
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The traditional multi-physics tools have been used in two different ways in current 

licensing practices depending on the country and associated regulatory framework: best-

estimate bounding and BEPU. The traditional multi-physics codes (for example coupled 

neutron kinetics/thermal-hydraulics codes) have been utilised in licensing applications in 

Europe in a best-estimate approach for transient and accident conditions with relevant 

changes of the power density distribution and a tight coupling of neutronics and thermal-

hydraulics effects. Examples of such conditions are REA in PWRs or Rod Drop in BWRs, 

MSLB and boron dilution in PWRs, Anticipated Transient Without Scram (ATWS) cases, 

etc. In the US nuclear power generating industry, best-estimate methodologies 

supplemented with uncertainty analysis have been applied for thermal-hydraulics 

LBLOCA analysis. The US NRC accepts coupled 3D kinetics/thermal-hydraulics 

calculations for accidents with strong space-time effects such as PWR REA and MSLB for 

licensing power uprates, but these calculations have been applied in a bounding manner. 

The international trends in using traditional multi-physics (best-estimate or realistic) codes 

in licensing applications is summarised in Table 5.4.  

Table 5.4. Trends in using traditional multi-physics codes in licensing applications 

Applied codes Initial and 
boundary 
conditions 

System availability Approach Application 

Conservative code Conservative Conservative 
assumptions 

Deterministic  Old approach 

Best-estimate 
(realistic) code 

Conservative Conservative 
assumptions 

Deterministic Current practice 

Best-estimate code 
+ uncertainty 

Realistic + 
uncertainty; partly 
most unfavourable 

conditions 

Conservative 
assumptions 

Deterministic New international 
trend; approach 

recommended by 
IAEA 

Best-estimate code 
+ uncertainty 

Realistic + 
uncertainty 

PSA-based 
assumptions 

Deterministic + 
probabilistic 

Risk-informed future 
standard? 

Source: Petruzzi et al., 2016. 

Recently, within the licensing process of the Atucha II Pressurized Heavy Water Reactor 

(PHWR) the BEPU approach has been selected for issuing of Chapter 15 of the Final Safety 

Analysis Report (FSAR) [142]. The complexity of a nuclear power plant and of the accident 

scenarios may be a challenge for a conservative analysis and may justify the choice of a 

BEPU approach in the licensing process. This implies two main needs: (1) the need to adopt 

and to prove (to the regulatory authority) an adequate quality for the computational tools 

and (2) the need to account for the uncertainty. The BEPU process was aimed at the 

licensing of the Atucha II (can-II) Nuclear Power Plant in Argentina operated by 

Nucleoeléctrica Argentina (NA-SA). Among the general attributes of a methodology to 

perform accident analysis of a nuclear power plant for licensing purposes, the very first one 

should be compliance with the established regulatory requirements. A second attribute 

deals with the adequacy and the completeness of the selected spectrum of events that should 

consider the combined contributions of deterministic and probabilistic methods. The third 

attribute is connected to the availability of qualified tools and analytical procedures suitable 

for the analysis of accident conditions envisaged for the nuclear power plant of concern. 

The execution of the overall analysis and the evaluation of results in relation to slightly 

fewer than 100 scenarios revealed the wide safety margins available for the nuclear power 

plant of concern, which was licensed in 2014.  
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Phenomena identification and ranking table (PIRT) Process 

Introduction 

Computer codes are used to design reactor systems and to analyse abnormal situations and 

transients. The process of system modelling consists of mathematical numerical methods 

and computer programs. The final product is a computer code. A computer code consists 

of formulations and numerical methods. The formulations consist of conservation 

equations for mass, momentum and energy for fluid, energy for fuel and equations for 

neutronics. The formulations also include hundreds of constitutive relationships 

characterising different transfer terms between gas, liquid and solid (wall, clad etc.). In 

addition to traditional multi-physics codes, there are other issues such as the effect of 

radiation on fuel composition, out-gassing, fuel-clad gap properties, corrosion and clad 

deformation leading to fuel-clad interaction. There are many issues related to normal and 

abnormal conditions for the reactor operations that challenge safety barriers and there are 

surrogate parameters that determine the effectiveness of the barrier. Some of these are clad 

temperature, clad oxidation and containment pressure. In addition, codes also address 

design related issues such as performance and power uprate. 

For computer codes to be credible, they should have physics-based models that have 

properly adjusted parameters based on appropriate tests and have undergone rigorous 

validation, where code results are compared with the test data. These tests are separate 

effect tests and different levels of integral effect tests. Codes are applied to a variety of 

reactor problems and the sub-models of physical phenomena have different levels of impact 

on the QoI. Therefore, requirements for models for phenomena and component will be 

specific to an application. This leads to a need to prioritise the model development and tests 

for each application. In addition, the uncertainty quantification methods must also be 

appropriately chosen to characterise important physical phenomena and their interactions. 

This is important as there are hundreds of models and it is expensive to quantify uncertainty 

for each of them. Therefore, a method of identifying important phenomena is essential and 

it was first developed under the US NRC programme of code scaling, applicability and 

uncertainty (CSAU) quantification [67], called phenomena identification and ranking table 

(PIRT). There are two parts to PIRT, first, identification of phenomena and components at 

different levels. Second, ranking them based on their impact on the QoI or a FOM QoI.  

In the past, phenomena identification and ranking tables (PIRTs) were developed on the 

basis of expert opinion. However, this becomes subjective. There are other approaches 

based on scaling or sensitivity analyses that quantify the impact of phenomena on the FOM; 

these are described in the next section.  

Description 

As PIRT is application dependent, the first step is to identify the reactor and the problem. 

The problem could be steady state or transient. In the case of a transient, the duration of the 

transient is divided into periods based on important events such as valve opening or 

operator action, or some significant change in important phenomenon. 

Once the problem and the period of the transient have been established, the phenomena are 

decomposed from a top-down approach. The reactor system is first decomposed into larger 

components or sections with groups of phenomena. Each of these sections is then further 

decomposed. Finally, the decomposition leads to single basic phenomena. This step assures 

that all the phenomena and their hierarchy has been accounted for. This step depends on 

the expertise of the PIRT participants. 
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The next step in a PIRT is to rank the phenomena on the basis of their impact on the FOM. 

There are two approaches for ranking. The first approach is based on expert opinion. This 

was earlier developed in the CSAU methodology and applied to PWR LBLOCA events. 

This approach requires broad expertise among the participants of the PIRT. However, it 

has been adopted in different fields since it was introduced in the CSAU methodology. The 

weakness of this approach is that it is subjective and depends on expert opinion and 

resulting consensus.  

The second approach is based on the relative quantitative impact of phenomena/component 

on the FOM; a so-called Quantified Phenomena Identification and Ranking Table (QPIRT). 

There are two ways to quantify the impact of different phenomena on the FOM. The first 

approach requires an order of magnitude analysis based on the conservation equations and 

reference values of the variables for each phase of the transient or for steady state. 

Examples of this approach are the hierarchical two-tiered scaling (H2TS) and the fractional 

scaling analyses (FSA). In this approach the initial or average values of reference quantities 

are used to nondimensionalise the system level balance equations for each phase of the 

transient. This method provides a quantitative approach for phenomena/component 

ranking. 

The second approach for QPIRT is based on sensitivity analyses using the computer codes. 

In this approach the sensitivity of output parameters or the FOM to model parameters or 

initial and boundary conditions are estimated. Models with higher sensitivity have a higher 

magnitude of change or rate of change. However, the impact will be measured by net 

change of the parameter of interest or FOM over the variation of the model or input 

parameters during period of interest. The weakness of this approach is that sensitivity and 

ranking will be based on the models in the code that are themselves the target of code 

validation. 

There is another addition to a traditional PIRT, which is inclusion of the status of 

knowledge. Knowledge will include an appropriate database and basic models. The 

combination of PIRT ranking and the status of knowledge sets the priorities for future 

experiment and model development. This new information was first incorporated into a 

PIRT for the advanced CANDU Reactor in Canada. It has now also been included in the 

DOE Consortium for Advanced Simulations of LWRs (CASL) programme. 

Examples 

Three examples representing the approaches described earlier are documented below. 

The US NRC first applied the PIRT process in the CSAU for LBLOCA. A group of experts 

with knowledge of PWR LBLOCA analyses and tests was assembled. First, the transient 

was divided into periods based on either dominant phenomena or valve or operator action. 

A list of phenomena was identified. In the second iteration the phenomena are ranked based 

on their impact on an identified FOM. In the case of LBLOCA, peak clad temperature was 

selected as the FOM. The PIRT requires decomposition of the transient into phases and of 

the system into components and phenomena. An example of this is shown in the CSAU 

report [143].  

LBLOCA was also analysed with the FSA methodology [144]. The approach is similar to 

the CSAU methodology. The system level balance equations were nondimensionalised 

with reference quantities estimated at the beginning of the phase of the transient. The net 

rate of change of state variables is the sum of the contributions from the different agents of 

change (phenomena). This approach identifies the phenomena through the agent of change 
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and the magnitude of the contribution to the net rate of change (frequency) is the measure 

of the ranking of the phenomena (see Table 5.5). 

Table 5.5. FSA applications to LOFT and semi-scale  

ω is in %/s 

Net break flow 
Net heating of two-

phase mixture 
Net heating (cooling) 

of liquid 
Pumping power 

Non-
condensable 

gases 

     

LOFT -577.3 1.41 -0.63 0.63 N.A. 

Semi-scale -602.6 1.41 -0.52 0.52 N.A. 

Source: Wulff et al., 2009. 

The second example is from the CASL programme. CASL has identified several challenge 

problems. One of the problems is pellet-clad interaction (PCI). In this case the simulation 

requires interaction of multiple physics, namely, neutronics, thermal hydraulics and fuel 

performance as shown in Figure 5.14. The envisioned validation pyramid is shown in 

Figure 5.15 while the level PIRT for this multi-physics problem is depicted in Figure 5.16. 

Figure 5.17 illustrates the bottom-up multi-scale validation approach with the lowest level 

phenomena associated to modelling of subcooled boiling. 

Figure 5.14. Coupling of physical phenomena for PCI 

 

Source: N.IN.E., 2018.  
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Figure 5.15. PCI validation pyramid showing different physics 

 

Source: CASL, 2018. 

Figure 5.16. Decomposed level PIRT for PCI 

 

Source: CASL, 2018.  
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Figure 5.17. Bottom-up approach with lowest level phenomena  
associated to modelling of subcooled boiling 

 

Source: CASL, 2018. 

Oregon State University has developed a QPIRT for a 2-inch break in an AP1000 reactor 

cold leg [145]. The method is based on the H2TS approach with the help of RELAP5 

analyses. The starting formulation was based on a RELAP5 two-fluid approach. It yielded 

28 non-dimensional groups. A simplified drift flux formulation yielded a smaller batch of 

eight non-dimensional groups. The study was applied to the core region for a 2-inch break 

for the Advanced Plant EXperiment (APEX) facility designed for the AP600 plant. 

RELAP5 results of the transient were used to estimate values for 14 non-dimensional 

groups for two phases. As expected, the non-dimensional groups change during different 

phases of a small break LOCA and so does their ranking. Table 5.6 shows that for the 

vapour phase, the pressure drop and interfacial heat transfer are the top two processes 

during In-Containment Refuelling Water Storage Tank (IRWST) injection. Pressure drop 

and interfacial drag are the top two processes for the sump injection phase. However, for 

the liquid phase, gravity and pressure are top two process groups (see Table 5.7). The two-

fluid formulation based PIRT is useful for prioritisation for code development. However, 

this approach is not as useful for developing integral level tests. The alternate approach is 

to use a mixture level formulation for each phase of the transient. This led to eight П groups, 

two in mass balance, four in momentum balance and two in energy balance. Figure 5.18 

shows the π group values for five phases of the transient. Ranking of different phenomena 

can therefore be established.  

In addition, the study compared the QPIRT with a standard PIRT. The emphasis is different 

between the QPIRT, which looks at balance equations and the PIRT where the effect of 

phenomena on a FOM is considered. It should be noted that H2TS could be structured to go 

from the balance equations to any FOM. This study showed that for system and component 

levels there was similarity in the ranking between the two approaches, except for a few 

phenomena. 
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Table 5.6. Vapour Phase П Groups for APEX facility 2-inch break  

Physical processes ∏ Groups 

∏ Group values in transient 

IRWST injection phase Sump injection phase 

4 100 (sec) 9 300 (sec) 

Mass Vapour generation ∏gΓ 0.21 1.93 

Momentum 

Pressure difference ∏gP 813.0 153.7 

Gravity ∏gB 19.5 3.26 

Wall friction ∏FWG 2.58 0.41 

Interfacial phase change acceleration ∏ΓIG 5.58 2.68 

Interfacial drag ∏FIG 165.9 83.4 

Virtual mass ∏VMG 20.8 5.85 

Energy 

Vaporisation transient ∏GVT 0.00 0.00 

Pressure work ∏PG 0.01 0.00 

Wall heat transfer ∏Qwg 0.15 0.00 

Interfacial heat transfer ∏Qig 244 55.8 

Interfacial phase change acceleration ∏Γig 3.13 0.04 

Wall phase change ∏Γwg 2.91 2.10 

Dissipation ∏DISSg 0.00 0.00 

Source: Luo, 2012. 

Table 5.7. Liquid Phase П Groups APEX 2-inch break 

Physical processes ∏ Groups 

∏ Group Values in Transient 

IRWST injection phase Sump injection phase 

4 100 (sec) 9 300 (sec) 

Mass Vapour generation ∏fΓ 0.00 0.02 

Momentum 

Pressure difference ∏fP 397 153 

Gravity ∏fB 7 055 7 647 

Wall friction ∏FWF 0.64 10.26 

Interfacial phase change acceleration ∏ΓIF 0.01 0.00 

Interfacial drag ∏FIF 10.6 60.3 

Virtual mass ∏VMF 1.33 4.23 

Energy 

Vapourisation transient ∏FVT 0.00 0.00 

Pressure work ∏PF 0.00 0.00 

Wall heat transfer ∏Qwf 0.27 0.15 

Interfacial heat transfer ∏Qif 4.39 4.83 

Interfacial phase change acceleration ∏Γif 0.01 0.29 

Wall phase change ∏Γwf 0.06 0.14 

Dissipation ∏DISSf 0.00 0.00 

Source: Luo, 2012. 
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Figure 5.18. Values of П groups for different phases of the transient 

 

Source: Luo, 2012. 

Code validation and uncertainty analyses in licensing  

All countries with operating and/or planned nuclear power plants have regulatory bodies 

that ensure that the reactor design is safe and is operated safely during its life. Safety 

decisions are made based on simulation of the reactor under design basis accident scenarios. 

Each of the countries has either their own codes or internationally recognised codes such 

as RELAP5, TRACE, CATHARE, ATHLET, etc. 

Nuclear reactors are regulated by the US NRC based on analyses or simulation of reactors 

under hypothetical accident scenarios. The analyses predict safety parameters that are 

essential in protecting the public from the release of radioactive materials from the fuel. 

The safety criteria are related to ensuring that the fuel clad is not breached. The acceptance 

criteria that will ensure the integrity of the fuel clad are documented in 10 CFR 50.46 and 

they are: (1) peak cladding temperature (PCT) should be less than 2 200 F; (2) local 

maximum oxidation (LMO) should be less than 17%; (3) core-wide oxidation (CWO) 

should be less than 1% (to limit the maximum amount of hydrogen generated); (4) the core 

should maintain a coolable geometry; and (5) long-term cooling should be demonstrated. 

The US NRC has developed guidelines for development of an evaluation model (EM) for 

safety studies and it is called the evaluation model. The EM consists of a reactor model, 

nodalisation and the codes. These guidelines are suggestions and are not requirements. 

The principles of an evaluation model development and assessment (EMDAP) were 

developed from a study on quantifying reactor safety margins, based on the CSAU 

evaluation methodology for a large break LOCA.  
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The purpose of the CSAU methodology was to demonstrate a method that could be used to 

quantify uncertainties as required by the best-estimate option described in the NRC’s 1988 

revision to the ECCS Rule (10 CFR 50.46) [146]. The code uncertainty evaluation will 

involve the entire process of EMDAP. Since the publication of the CSAU report in 

December 1989, the CSAU process has been applied in many examples.   

EMDAP is a multiple-step procedure, as shown in Figure 5.19. It has four elements and 

each element has multiple steps, giving 20 steps in total. The process addresses the question 

of the adequacy of an evaluation model (code and nodalisation) to simulate the scenario of 

interest in predicting safety parameters or a FOM. 

The four elements of EMDAP address four topics; requirements of evaluation model, 

assessment base to support identified requirements, development of evaluation model and 

assessment of adequacy of EM. 

The following description is summarised from US NRC regulatory guide 1.203 [148]. 

Evaluation Model Development and Assessment Process (EMDAP) 

The basic elements of EMDAP are shown in Figure 5.19. This regulatory position addresses 

the four elements and the adequacy decision as shown in Figure 5.19. Adherence to an 

EMDAP for new applications or a completely new EM could involve significant iterations 

within the process. However, the same process applies even if the new EM is the result of 

relatively simple modifications to an existing EM.  

Element 1: Establish requirements for evaluation model capability 

Figure 5.20 illustrates four steps within this element and is described here. 

Step 1 is to specify the plant, scenario and the purpose of analyses. Specifying the purpose 

is important because any given transient may be analysed for different objectives. A 

SBLOCA may be analysed to assess the potential for pressurised thermal shock (PTS) or 

compliance with 10 CFR 50.46. 

A LOCA may be analysed for load on containment. The statement of purpose influences 

the entire process of development, assessment and analysis for the prediction of FOM. 

The evaluation model applicability is scenario-dependent because the dominant processes, 

safety parameters and acceptance criteria change from one scenario to another. The 

transient scenario, therefore, dictates the processes that must be addressed. A complete 

scenario definition is plant-class-specific or sometimes even plant-specific because the 

dominant phenomena and their interactions differ in varying degrees with the reactor design 

or a plant-specific configuration such as a specific fuel type or core loading. 

The licensee or applicant and the EM developer are responsible for justification of the use 

of EM and their applicability to plants and plant types.  
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Figure 5.19. The EMDAP process (US NRC 2005) 

 

Source: NRC, 2005.  
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Figure 5.20. Steps in Element 1 

 

Source: NRC, 2005. 

Step 2 identifies the FOM based on the scenario and purpose of analyses. FOM are those 

quantitative that can be used to define acceptable answers for a safety analysis. The 

requirements for maintaining the reactor in a safe condition during normal operation and 

during transients and accidents are translated in terms of quantitative fuel and reactor 

system design limits (DNBR, fuel temperatures, etc.) for the events of interest. For ECCS 

design, five specific criteria described in 10 CFR 50.46 must be met for LOCA analysis. 

During evaluation model development and assessment, a temporary “surrogate” FOM may 

be used in evaluating the importance of phenomena and processes. In the case of SBLOCA, 

vessel inventory was deemed more valuable in defining and assessing code capability. 

Justification for using a surrogate FOM should be provided. 

Because compensating errors in the code can unintentionally lead to correct answers, 

additional performance measures serve as physical tracking points and additional proof of 

accuracy. While the code may calculate the correct PCT, for example, incorrect or 

physically impossible parameter values could evolve in other areas of the calculation. 

Step 3 identifies systems, components, phases, geometries, fields and processes that should 

be modelled in the EM. Hierarchical system decomposition methods were used to 

investigate scaling in complex systems [149,150]. These methods can also be valuable in 

identifying EM characteristics. The hierarchical level are as follows: 

 system: the entire system that must be analysed for the proposed application; 

 subsystems: major components that must be considered in the analysis; for some 

applications, these may include the primary system, secondary system and 

containment; for other applications, only the primary system would need to be 

considered; 
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 modules: physical components within the subsystem (i.e. reactor vessel, steam 

generator, pressuriser, piping run); 

 constituents: chemical form of substance (e.g. water, nitrogen, air, boron); 

 phases: solid, liquid or vapour; 

 geometrical configurations (phase topology or flow regime): the geometrical shape 

defined for a given transfer process (e.g. pool, drop, bubble, film); 

 fields: the properties that are being transported (i.e. mass, momentum and energy); 

 transport processes: mechanisms that determine the transport of and interactions 

between constituent phases throughout the system. 

Ingredients at each hierarchical level can be decomposed into the ingredients at the next 

level down. This process is described as follows: 

 each system can be divided into interacting subsystems; 

 each subsystem can be divided into interacting modules; 

 each module can be divided into interacting constituents; 

 each constituent can be divided into interacting phases; 

 each phase can be characterised by one or more geometrical configurations (phase 

topology or flow regime); 

 each phase can be described by field equations (e.g. conservation equations for mass, 

energy and momentum); 

 the evolution of each field can be affected by several transport processes. 

By carefully defining the number and type of each ingredient at each level, the evaluation 

model developer should be able to establish the basic characteristics of the EM. It should 

be noted that a deficiency at a higher level, is usually not resolvable by fixing ingredients 

at lower levels.   

Step 4 describes the process of identification and ranking of phenomena and processes as 

they affect the FOM.  

The scenario can be divided into distinct phases based on the events taking place such as 

valves, or operator action. Each of these phases will have a different set of important 

components and phenomena with respect to the FOM. It should be noted that the FOM 

could be a surrogate for safety parameters and the PIRT will reflect that. The PIRT can 

follow decomposition of the model starting from plant level, moving down through 

component and process levels. 

The PIRT should be used to determine the requirements for physical model development, 

scalability, validation and sensitivity studies. Ultimately, the PIRT is used to guide any 

uncertainty analysis or in the assessment of overall EM adequacy.   

The initial phases of the PIRT process described in this step can rely heavily on expert 

opinion, which can be subjective. Therefore, it is important to validate the PIRT using 

experimentation and analysis. Scaling methods can also be used to validate the PIRT. 

Sensitivity studies can help determine the relative influence of phenomena identified early 

in the PIRT development and for final validation of the PIRT as the EMDAP is iterated. 

Some examples of sensitivity studies used for this purpose are shown in [146,151-153]. 
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The highly ranked phenomena and processes require greater modelling fidelity. The role of 

the PIRT process in experiments, code development, and code applications associated with 

reactor safety analysis are shown in [151,154]. 

Element 2: Develop assessment base 

Element 2 and its associated five steps are shown in Figure 5.21. In this element the 

validation matrix for specific scenario is established. Scaling methods and evaluation of 

scale distortions in different tests are also performed. 

Step 5 identifies that the test matrix is consistent with the PIRT and with the requirements 

in Element 1 for code validation. The database should include the following: 

 separate effects experiments needed to develop and assess empirical correlations and 

other closure models; 

 integral systems tests to assess system interactions and global code capability; 

 benchmarks with other codes (optional); 

 plant transient data (if available); 

 simple test problems to illustrate fundamental calculation device capability. 

It should be noted that code-to-code comparison and fundamental tests are only 

supplements and cannot replace SET, IET and plant data.   

Step 6 is an import step in determining the adequacy of the validation test matrix for 

intended use.  A scaling approach is developed in this step and non-dimensional groups are 

identified. 

Scaling analyses should be conducted to ensure that the data and the models based on those 

data, will be applicable to the full-scale analysis of the plant transient. All tests, SETS and 

IETs are designed to simulate some phases of some scenarios. Even there, the tests include 

compromises and scale distortion. In some cases, tests designed for one phase of a scenario 

may be used for a different scenario and may incur additional scale distortions. The scaling 

analyses identify any such scale distortions. Knowledge of scale distortions is important in 

making a judgement about scalability of the EM. These distortions will add to biases and 

uncertainty in models and correlations in Element 4.  

The scaling analyses employ both top-down and bottom-up approaches [150]. The top-

down scaling approach evaluates the global system behaviour and systems interactions 

from integral test facilities that can be shown to represent the plant-specific design under 

consideration. A top-down scaling methodology is developed and applied to achieve the 

following purposes: 

 derive the non-dimensional groups governing similitude between facilities; 

 show that these groups scale the results among the experimental facilities; 

 determine whether the ranges of group values provided by the experiment set 

encompass the corresponding plant- and transient-specific values. 

The bottom-up scaling analyses address issues raised in the plant- and transient-specific 

PIRT related to localised behaviour. These analyses are used to explain differences among 

tests in different experimental facilities and to use these explanations to infer the expected 
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plant behaviour and determine whether the experiments provide adequate plant-specific 

representation.  

Figure 5.21. Steps in Element 2  

 

Source: NRC, 2005. 

In Step 7, actual relevant SETS, IETS and plant data are selected based on the PIRT 

developed in Step 4. This set of tests is called the assessment matrix. It is important that 

there be multiple tests for the same phenomenon and components to avoid the effect of 

code tuning or calibration. Ideally, both the data that will be used to develop the correlation 

and the data that will be used to assess the correlation should be identified. This would help 

to ensure that the correlation is not tuned to a particular data set and that the data used to 

assess the correlation have not been deliberately selected to make the correlation appear to 

be more accurate than it truly is.   

The data used for development and assessment should cover the full range of conditions 

for which the correlation will be used. For integral behaviour assessment, counterpart tests 

(similar scenarios and transient conditions) in different experimental facilities at different 

scales should be selected. Assessments using such tests lead to information about scaling 

capability of the codes. 

In Step 8, effects of IET distortions and SET scale-up capability are evaluated (US NRC 

Regulation guide 1.203 [148]): 

 IET Distortions: Distortions in the IET database may arise from scaling 

compromises (missing or atypical phenomena) in subscale facilities or atypical initial 
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and boundary conditions in all facilities. The effects of the distortions should be 

evaluated in the context of the experimental objectives determined in Step 5. If the 

effects are important and distortions are significant, new tests should be sought or 

performed.   

 SET Scale-up: As noted in Step 7, correlations should be based on separate effects 

tests (SETs) at various scales. In the case of poor scale-up capability, it may be 

necessary to return to Step 6.  

In Step 9, the experimental uncertainties in the database are documented. These 

uncertainties arise from measurement errors, experimental distortions and other aspects of 

experimentation. If the quantified experimental uncertainties are too large compared to the 

requirements for evaluation model assessment, the data set or correlation should be 

rejected. A code should not be penalised due to bad data. These uncertainties are added to 

code calculation uncertainties determined from these tests. 

Element 3: Develop evaluation model 

Figure 5.22 depicts Element 3 with the three steps for developing the desired EM. This 

element reviews the documentation to determine the adequacy of the calculation devices 

for formulation, closure relationships and coupling between different codes. No 

calculations with codes are part of this element. 

Figure 5.22. Steps in Element 3 

 

Source: NRC, 2005. 

Step 10 is needed to assure that the EM is developed under quality control and with proper 

documentation. Based on the requirements established in Element 1, an EM development 

plan should be devised. Such a plan should include development standards and procedures 

that will apply throughout the development activity and should address the following 

specific areas of focus: 

 design specifications for the calculation device; 
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 documentation requirements;  

 programming standards and procedures; 

 transportability requirements; 

 quality assurance procedures;  

 configuration control procedures. 

In Step 11, the code is assessed for adequacy of models and coupling for the intended 

application based on requirements established in Element 1. The EM includes the models 

of the individual component calculation devices, as well as the coupling of the calculation 

devices.   

The structure for an individual device or code consists of the following six ingredients 

which are consistent with the scaling approach in Step 6: 

 Systems and components: The EM structure should be able to analyse the behaviour 

of all systems and components that play a role in the targeted application. 

 Constituents and phases: The code structure should be able to analyse the behaviour 

of all constituents and phases relevant to the targeted application. 

 Field equations: Field equations are solved to determine the transport of the 

quantities of interest (usually mass, energy and momentum). 

 Closure relations: Closure relations are correlations and equations that help to model 

the terms in the field equations by providing code capability to model and scale 

particular processes. 

 Numerics: Numerics provide code capability to perform efficient and reliable 

calculations. 

 Additional features: This addresses code capability to model boundary conditions 

and control systems. 

The coupling of different codes in space and time should be described. Coupling should be 

consistent with the requirements and decomposition described in Step 3. Since most codes 

include user options, all selections made should be justified as appropriate for the EM. 

Step 12 is for review of adequacy of closure models. Models or closure relationships that 

describe a specific process are developed using SET data. This includes models that can be 

used in a stand-alone mode or correlations that can be incorporated in a calculation device 

(usually a computer code). On rare occasions, sufficient experimental detail may be 

available to develop correlations from IET experiments. The scalability and range of 

applicability of a correlation may not be known (a priori) the first time it is developed or 

selected for use in this step. An iteration of the scale-up evaluation (Step 8) and adequacy 

assessment (Element 4) may be needed to ensure correlation applicability. 

The basis, range of applicability and accuracy of incorporated phenomenological models 

should be known and traceable. Justification should be provided for extension of any 

models beyond their original bases. 
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Element 4: Assess evaluation model adequacy 

Evaluation model adequacy can be assessed after the previous elements have been 

established and the EM capability has been documented. Figure 5.23 is a diagram of 

Element 4 and its eight related steps. 

The EM assessment is divided into two parts as shown in Figure 5.23. The first part 

(Steps 13-15) pertains to the bottom-up evaluation of the closure relations for each code. 

In the first part, important closure models and correlations are examined by considering 

their pedigree, applicability, fidelity to appropriate SET data and scalability. The term 

bottom-up is used because the review focuses on the fundamental building blocks of the 

code. 

The second part (Steps 16-19) pertains to the top-down evaluations of code-governing 

equations, numerics, the integrated performance of each code, coupling and the integrated 

performance of the overall EM. 

In the second part of the assessment, the EM is evaluated by examining the field equations, 

numerics, applicability, fidelity to component or integral effects data and scalability. This 

part of the assessment is called the top-down review because it focuses on capabilities and 

performance of the EM. 

The third group of data is the actual plant transient data and it provides confirmatory 

supporting assessments. It is important as there are no scale issues. Plant data can be used 

for code assessment if it can be demonstrated that the available instrumentation provides 

measurements of adequate resolution to assess the code. 

It is important to note that any changes to an EM should include at least a partial assessment 

to ensure that these changes do not produce unintended results in the code’s predictive 

capability. 

Step 13 is needed to review the database behind correlations and component models in the 

codes. The pedigree evaluation relates to the physical basis of a closure model, assumptions 

and limitations attributed to the model and details of the adequacy characterisation at the 

time the model was developed. The applicability evaluation relates to whether the model, 

as implemented in the code, is consistent with its pedigree and can cover the range of the 

conditions expected during the transient. This step will indicate if further assessment with 

SETs should be done. 

In Step 14, the relevant SETs are modelled and predictions are compared with the data. 

SET input for component devices used in the model assessment (usually computer codes) 

should be prepared to represent the phenomena and test facility being modelled, as well as 

the characteristics of   the nuclear power plant design. Nodalisation and option selection 

should be consistent between the experimental facility and similar components in the 

nuclear power plant.   

Convergence studies should be performed to the extent practicable in both the test facility 

and plant models. Some models are essentially lumped parameter models and, in those 

cases, a nodalisation convergence study cannot be performed. In such cases, care should be 

taken to ensure that the model is applicable to both the test facility and the plant. It should 

be noted that for the most system codes, the predictions depend on nodalisations and code 

options and for assessment results to be applicable to plant calculations, the modelling 

should be consistent with the plant model. 
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When the calculations of the SETs are completed, the differences between calculated 

results and experimental data for important phenomena should be quantified for bias and 

deviation. 

Figure 5.23. Steps in Element 4 

 

Source: NRC, 2005. 

Step 15 determines the scalability of the specific model or correlation is appropriate for 

application to the configuration and conditions of the plant and transient under evaluation. 

There are many references that illustrate this process [149,155-158]. In addition, 

counterpart tests could also be used to assess scalability of the correlations and component 

models. 

Step 16 is part of the four steps that assess the ability of the codes to integrate different 

phenomena and components. This step deals with review of the adequacy of the code 

formulations and numerics for the intended application.   

The numeric solution evaluation considers convergence, property conservation and 

stability of code calculations to solve the original equations when applied to the target 

application. The objective of this evaluation is to summarise information regarding the 

domain of applicability of the numerical techniques and user options that may impact the 

accuracy, stability and convergence features of each component code. 
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This step like Step 13, will indicate if further calculations must be performed. A complete 

assessment within this step can only be performed after completing a sufficient foundation 

of assessment analyses.   

Step 17 addresses the review of code capability before the simulation of IETs. This 

applicability evaluation considers whether the integrated code is capable of modelling the 

plant systems and components. Before performing integrated analyses, the various EM 

options, special models and inputs should be determined to have the inherent capability to 

model the major systems and subsystems required for the particular application. 

Step 18 prepares input and performs calculations to assess system interactions and global 

capability. 

Step 19 assesses scalability of integrated calculations and data distortions. 

At the end Step 20 determines biases and uncertainties in the evaluation method. 

Adequacy decision 

EMDAP provides a logical and auditable method to assess the applicability of an EM to an 

intended scenario. This approach also provides a method of quantifying the uncertainty in 

important phenomena and component models. These uncertainties can then be combined 

to provide an aggregated estimate of the uncertainty in the FOM. All 20 steps will be 

followed.  
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6.  Conclusions  

This report summarises basic concepts of validation and uncertainty quantification for 

single and multi-physics multi-scale codes. It includes a review of validation and 

uncertainty quantification (UQ) for single physics codes such as – core reactor physics, fuel 

performance, core thermal hydraulics and system thermal hydraulics. In addition, it 

addresses the validation approach for multi-physics codes consisting of thermal-hydraulics 

codes coupled with neutronics codes and fuel codes coupled with neutronics code. 

The uncertainty quantification methods identified the source of uncertainty in prediction as 

initial condition, boundary condition and model form uncertainty. The majority of methods 

propagate uncertainties in initial conditions, boundary conditions and model form 

uncertainty through the codes to estimate the aggregate uncertainty in the quantity of 

interest. There are few methods that predict uncertainty in final quantity by propagation of 

output uncertainty from simulation of integral facilities. One method is a hybrid of these 

two approaches. In licensing space, the code scaling, applicability and uncertainty (CSAU), 

evaluation model development and assessment (EMDAP) and Gesellschaft für Anlagen- 

und Reaktorsicherheit gGmbH (GRS) methodologies are widely used. 

The common elements of all the approaches for validation and uncertainty quantification 

are as follows: 

 specification of plant and transient; 

 frozen code with good documentation; 

 a phenomena identification and ranking table (PIRT) process based on experts, 

scaling or sensitivity analyses; 

 a test matrix consisting of separate effects and integral effects tests that represent 

the phenomena in the plant for the transient of interest; 

 definition of plant input based on user guidelines and feedback from models for 

separate effect tests (SETs) and integral effect tests (IETs); 

 contributors to uncertainty in figures of merit (FOMs) are initial and boundary 

conditions, approximation in representation of actual geometry, model form 

uncertainties and numerical methods. Model form uncertainty evaluation should 

account for scale distortion. 
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